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Let Ω be an abstract space, and F ⊂ 2Ω. Suppose F satisfies

1 ∅ ∈ F ,Ω ∈ F
2 F ∈ F implies that F c ∈ F
3 F is closed under finite intersection and union

4 F is closed under countable unions and intersections

F is an algebra if it satisfies (1),(2) and (3), and σ-algebra if it
satisfies (1),(2) and (4).

σ algebra examples

A = {∅,Ω}
A ⊂ Ω, we have σ(A) = {∅, A,Ac,Ω}
when Ω = R, the Borel σ-algebra is the σ-algebra generated
by open sets (−∞, a), a ∈ R.
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Probability Measure P : F → [0, 1] which satisfies

P (Ω) = 1

Coutable Addditivity for coutable sequence An of
elements F and Ai ∩ Aj = ∅ we have

P (∪∞
n=1An) =

∞
∑

n=1

P (An)

P (A) is called the probability of A.

Random Variable

A random variable on probablity space {Ω,F , P} is a function
x : Ω → X ⊆ R such that x−1(B) ∈ F ,∀B ∈ B. Probability of x
is

Px(B) = P
(

x−1 (B)
)

, B ∈ B
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Distribution function

Fx(x) = P ({ω;x(ω) ≤ x}) = Px ((−∞, x)) x ∈ R

Fx(x) = Fx (x1, x2, . . . , xk) = Px {(−∞, x1) ∩ · · · ∩ (−∞, xk)}

Probability mass function

For discrete x define

px(x) = P ({ω;x(ω) = x})

Density function

Px(x ∈ B) =

∫

B

px(t)dt =

∫

B

dFx(t), B ∈ B

Px(B) =

∫

B

pxdx =

∫

B

px (x1, x2, . . . , xk) dx1dx2 . . . dxk, B ∈ B
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Simple r.v. X =
∑n

1 ai1Ai

Expectation E {X} =
∑n

1 aiP (Ai) =
∫

X(ω)P (dω) =
∫

Xdp

Let X+ = max(0,X),X− = min(0,X), then r.v. X has a finite
expectation if both E {X+} , E {X−} and

E{X} = E
{

X+
}

− E
{

X−
}

Expectation of arbitrary r.v.

For every r.v. X there is a sequence {Xn}n≤1 of possitive
simple r.v. such that Xn → X as n → ∞.

Example

Xn =

{

k2−n k2−n ≤ X(ω) < (k + 1)2−nand 0 ≤ k ≤ n2−n − 1

n X(ω) ≥ n
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Moment of order n = n1 + n2 + · · · + nk

E

{

k
∏

1

xni

i

}

Covariance

C {xi, xj} = E{(xi − E {xj}) (xi − E {xj})}

Correlation

R {xi, xj} =
C {xi, xj}

Var {xi}
1

2 Var {xj}
1

2
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Marginal Density

(x1, . . . , xk) → y = (x1, . . . , xt) and z = (xt+1, . . . , xk)

py =

∫

Rk−t

p(x1, . . . , xk)dxt+1 . . . dxk

The conditional density pz|y(z|y) = px(y,z)
py(y)

Bayes’ Theorem

py|z(y|z) =
pz|y(z|y)py(y)

pz(z)
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Independent random variables

Sub σ-algebra {Fi}i∈I of F , are independent if for every
finite subset J ⊆ I, and all Fi ∈ Fi one has

P (∩i∈JAi
) =

∏

i∈J

P (Ai)

R.V. {Xi} with values in (Ei, Ei) are independnet if the
generated σ-algebras X−1

i (Ei) are independent

Conditional indepndence can be induced by restricting to the
given information

Theorem

Two random variables X and Y are independent if and only if
E{f(X)g(Y )} = E{f(X)}E{g(Y )} for every bounded fand g.
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Characteristic function

φx(t) = E
{

eitx
}

, t ∈ R

Properties

|φx(t)| = 1, φx(0) = 1

φx(.) is uniformly continuous

x1, . . . , xn iid, s =
∑n

1 xi, then, φs(t) =
∏n

1 φxi((t)

every distribution has it own characteristics function

if E
{

xk
}

< ∞ then φx(t) =
∑k

1
(it))j

j! E
{

xj
}

+ o(tk)
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Law of Large Numbers
Central Limit Theorem

Convergence type

In mean limn→∞ E

{

(xn − x)2
}

= 0

Almost surely P ({ω : limn→∞ xn(ω) = x(ω)}) = 1

In probability ∀ε > 0, limn→∞ P ({ω : |xn(ω) − x(ω)| > ε)} = 0

In distribution limn→∞ Fn(t) = F (t)

Convergence in mean square =⇒ Convergence in probability
Almost sure convergence =⇒ Convergence in probability
Convergence in probability =⇒ Convergence in ditribution

By definition, sequence ft converges to f in limit, if the norm of

difference converges to zero in limit
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Suppose x1, x2, . . . , xn are independent, identically distributed.

The ”law of large numbers”

Let E
{

x2
i

}

< ∞ E {xi} = µ Then,

{

1

n

n
∑

i=1

xi

}

n

= x̄n → µ

in mean square sense

Weak law of large numbers Let E {xi} = µ Then, x̄n

converges in probability to µ

Strong law of large numbers Under the same condition as
”weak law ...”, x̄n converges almost surely to µ
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Suppose x1, x2, . . . , xn are independent, identically distributed.
The central limit theorem

central limit theorem when
E{xi} = µ E

{

x2
i

}

− E{xi} = σ2,∀i then

zn =
x̄n − µ

σ/
√

n
→ N (0, 1)

law of iterated logarithms Under the same condition as central
limit theorem

lim
n→∞

sup
x̄n − µ

σ/
√

n
(2 log log n)−

1

2 = 1
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Dirichlet distribution properties

Dirichlet Distribution

r.v. x = (x1, . . . , xk) has a Dirchlet distribution, with
parameters α = (α1, . . . , αk+1) > 0 if its probability density
Di(x|α), 0 < x < 1,

∑k
1 < 1 is

Di(x|α) =
Γ(
∑k+1

1 αi)
∏k+1

i=1 Γ(αi)
xα1−1

1 . . . xαk−1
k

(

1 −
k
∑

1

xi

)αk+1−1

Then we also have

E {xi} =
αi

∑k+1
1 αj

; Var {xi} =
E {xi} (1 − E {xi})

1 +
∑k+1

1 αj

and

C {xi, xj} = − E{xi}E{xj}
1 +

∑k+1
1 αj
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αi > 1, i = 1, . . . , k there is mode given by

M {xi} =
αi − 1

∑

1k+1αj − k − 1

Marginal distribution x(m) = (x1, . . . , xm),m < k is

p(x(m)) = Dim

(

x(m)|α1, . . . , αm,

k+1
∑

m+1

αj

)

The conditional distribution given xm+1, . . . , xk of

x′
i =

xi

1 −∑k
m+1 xj

, i = 1, . . . ,m

is ∼ Dim (x′
1, x

′
2, . . . , x

′
m | α1, . . . , αm, αk+1)
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Question

Find the exectation of

f(x) =
1

1 + x2
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