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People and Locations

People:

Kai Puolamäki, PhD, lecturing researcher, lecturer.
Antti Ukkonen, MSc, course assistant.

Please see the course web site at
http://www.cis.hut.fi/Opinnot/T-61.3050/2007/ for
current information.

If you want to send email related to the course please use the
email alias t613050@james.hut.fi (not personal addresses).

Lectures: in T1 on Tuesdays at 10–12 (11 September to 11
December 2007, no lecture on 30 October).

Problem sessions: in T1 on Fridays at 10–12 (from 14
September to 7 December, no problem session on 26 October;
problem sessions not every week).

Kai Puolamäki T-61.3050
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Participating

To participate to this course you need to be a registered
student at TKK (that is, you need a student number).

You must sign in to course using WebTOPI,
https://webtopi.tkk.fi/ Please sign in today, if you have
not already done it.

You will need to have an addresses of form
12345X@students.hut.fi, where 12345X is your student
number (for exam results, exercise work feedback etc.). Check
that this address works (if not, you should contact the student
registry and update your email address there!).

Kai Puolamäki T-61.3050
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Prerequisites

To participate to this course you need to have the following
prerequisite knowledge:

basic mathematics and probability courses (Mat-1.1010,
Mat-1.1020, Mat-1.1031/1032 and Mat-1.2600/2620; or
equivalent);
basics of programming (T-106.1200/1203/1206/1207 or
equivalent); and
data structures and algorithms (T-106.1220/1223 or
equivalent).

If you lack this prerequisite knowledge we strongly encourage
you to take the above mentioned courses before participating
to this course!

You should be able to complete the problems in the
prerequisite knowledge test (problem 1) for the first problem
session next Friday (see the instructions in the problem sheet).

Kai Puolamäki T-61.3050
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How to Pass the Course

You will get 5 cr for passing this course.

Requirements for passing the course:

Pass the exercise work. The exercise work should be submitted
by 2 January 2008. More instructions will appear in a few
weeks time.
Pass the examination. You can participate to the examination
after passing the exercise work (exception: you can participate
to the December examination before passing the exercise work;
you’ll then pass the course if you pass the exercise work).

Optional, but useful:

Lectures.
Problem sessions.
Reading the book and other material.

Kai Puolamäki T-61.3050
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About Exercise Work

Detailed instructions for the exercise work will be announced
within a couple of weeks.

The exercise work will include a data analysis challenge.

The final report, which should describe the methods you have
used and your results, should be submitted at 2 January 2008,
at latest.

You can submit the results of the data analysis challenge by 1
December 2007.

You must pass the exercise work to pass the course. You will
get an increase to your grade if your report is well done. You
get some extra points if you additionally perform well in the
data analysis challenge.

Kai Puolamäki T-61.3050
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About Examination

The examinations are currently scheduled as follows:
In B at 16–19 on 19 December 2007.
In * at 10–13 on 2 February 2008.
In T1 at 13–16 on 15 May 2008.

Check the exam schedule later, times may still change!

You must pass the exercise work before participating to the
examination (exception: you can participate to the December
examination before passing the exercise work; you’ll then pass
the course if you pass the exercise work).

You must sign in to the examination at least one week in
advance using WebTOPI, https://webtopi.tkk.fi/

The examination will be based on the parts of the Alpaydin’s
book discussed in the lectures, plus on the PDF chapter to be
distributed from the course web site.

Lectures, problem sessions and doing the exercise work help.

Kai Puolamäki T-61.3050
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How to Get a Grade

You need to pass both the exercise work and the examination
to pass the course.

You will get a grade of 1–5 based mainly on the examination.
You can increase your grade by. . .

Participating to the problem sessions diligently.
Solving the exercise work well.
Submitting a good answer by 1 December 2007 to the data
analysis challenge of the exercise work.

Kai Puolamäki T-61.3050
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Literature

The course follows a subset of the book: Alpaydin, 2004.
Introduction to Machine Learning. The MIT Press.

Additionally, there will also be a PDF chapter on algorithmics
(complexity of problems, local minima etc.) to be distributed
from the course web site.

The lecture slides are available for download from the course
web site. I have also given Edita a permission to print them
on request.

You might also find the material — especially the errata and
slides — at the Alpaydin’s web site (see the link at the course
web site) useful.

Kai Puolamäki T-61.3050

http://www.cmpe.boun.edu.tr/~ethem/i2ml/


AB

Course Bureaucracy
Chapter 1: Introduction

General Information
Relation to Old Courses
Contents of the Course

Outline

1 Course Bureaucracy
General Information
Relation to Old Courses
Contents of the Course

2 Chapter 1: Introduction
Examples of Machine Learning Applications
What is Machine Learning?
Resources
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Relation to the Old Courses

The CIS course reform: more weight on the principles of
machine learning, less weight to the neural networks beginning
Autumn 2007.

In curriculum and for the purposes of the degree requirements,
this course replaces the old course T-61.3030 (and T-61.261)
Principles of Neural Computing.

However, the contents of this course have little overlap with
the old course T-61.3030 Principles of Neural Computing.

Kai Puolamäki T-61.3050



AB

Course Bureaucracy
Chapter 1: Introduction

General Information
Relation to Old Courses
Contents of the Course

Relation to the Old Courses

Old course (before Autumn 2007) New course
T-61.3030 Principles of Neural Computing T-61.3050 Machine Learning: Basic Principles
T-61.5030 Advanced Course in Neural Computing T-61.5130 Machine Learning and Neural Networks
T-61.5040 Learning Models and Methods T-61.5140 Machine Learning: Advanced Probabilistic Methods

Table: Correspondences in degree requirements.

Old course (before Autumn 2007) New course

T-61.5040 Learning Models and Methods
T-61.3050 Machine Learning: Basic Principles
T-61.5140 Machine Learning: Advanced Probabilistic Methods

T-61.3030 Principles of Neural Computing
T-61.5130 Machine Learning and Neural Networks

T-61.5030 Advanced Course in Neural Computing

Table: Approximate topical correspondeces.

See http://www.cis.hut.fi/Opinnot/T-61.3050/oldcourses
Kai Puolamäki T-61.3050
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Very Preliminary Plan of the Topics

Supervised learning, Bayesian decision theory, probability
distributions and parametric methods, multivariate methods,
clustering (mostly Alpaydin’s chapters 1–7 and appendix A)

Algorithmic issues in machine learning, such as hardness of
problems, approximation techniques and their features (such
as local minima), time and memory complexity in data
analysis (separate PDF chapter to be distributed from the
course web site)

Nonparametric methods (Alpaydin 8.1–8.2), linear
discrimination (Alpaydin 10.1–10.8), assessing and comparing
classification algorithms (Alpaydin’s chapter 14)

I’ll try to keep the Alpaydin’s ordering of topics, and
emphasize principles rather than to go through all possible
algorithms and methods.

Kai Puolamäki T-61.3050
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What You Should Know After the Course

After this course, you should. . .

be able to apply the basic methods to real world data;
understand the basic principles of the methods; and
have necessary prerequisites to understand and apply new
concepts and methods that build on the topics covered in the
course.

This course does not include:

all possible machine learning methods; or
all possible applications of machine learning.

Kai Puolamäki T-61.3050
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What is Machine Learning?

Definition

Machine learning is programming computers to optimize a
performance criterion using example data or past experience.
(Alpaydin)

?

Kai Puolamäki T-61.3050
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Examples of Applications

Associations (basket analysis)

Supervised learning

Classification
Regression

Unsupervised learning

Reinforcement learning (not in this course)

Kai Puolamäki T-61.3050
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Association rules
Sales data

Example: sales data

rows: customer transactions (millions)
columns: products bought (thousands)

Question: Can you find something interesting of this?

Association rule

“80% of customers who buy beer and sausage buy also mustard.”
Or: P(mustard | beer, sausage) = 0.8.

Accuracy (conditional probability): 0.8

Frequency or support (fraction of clients who bought mustard,
beer and sausage): 0.3

Kai Puolamäki T-61.3050
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Classification
Credit scoring

Example: data on credit
card applicants

Question: Should a client
be granted a credit card?

Differentiate between
low-risk (+) and
high-risk (-) customers
using their income and
savings.

Discriminant

IF income> θ1 AND
savings> θ2 THEN low-risk
ELSE high-risk.

!"#$%&"'()$"*'+)&','-./012!3'4556'73$&)2%#$8)3'$)'90#:83"'!"0&383;'< =:"'97='>&"**'?@ABAC

!
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#2,):-3:8+-/9
0;/.1$'+/)5+1$)
.:'-+)83#)E" #2,)
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Figure 1.1 of Alpaydin (2004).
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Classification
Credit scoring

Example: data on credit
card applicants

Question: Should a client
be granted a credit card?

Differentiate between
low-risk (+) and
high-risk (-) customers
using their income and
savings.

Discriminant

IF income> θ1 AND
savings> θ2 THEN low-risk
ELSE high-risk.
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Real credit-screening data from
UCI Machine Learning Repository.
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Classification

Classification: predict something (variate, Y ), given
something else (covariate, X ). Or: try to estimate P(Y | X ).

Speech recognition: temporal dependency. Predict words,
given the speech signal.

Character recognition (OCR): different handwriting styles.

Medical diagnosis: from symptoms to diagnosis.

Eye movement analysis: is the user interested in the text she
is reading?

. . .

Kai Puolamäki T-61.3050
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Classification
Search engines

The Internet search engines use machine learning to give the
best search results, given a query.
Fundamental problem in information retrieval: given a query
(“machine learning”), list relevant documents (web sites
related to “machine learning”).

Kai Puolamäki T-61.3050
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Classification
Search engines and eye movements

Task

5

Is the user interested in text she is reading?

• Training data: set of 
titles of scientific 
papers, measure eye 
movement trajectory, 
ask about relevance of 
titles afterwards

• Task: predict relevance 
for new titles, given 
eye movement 
trajectory, that is, 
estimate p(relevance|
eye movements).

• Textual content not 
taken into account at 
all!

Puolamäki, Salojärvi, Savia, 
Simola, Kaski. SIGIR’05.

How eye movements could be 
used in information retrieval

[movie, link]

Kai Puolamäki T-61.3050
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Classification
Eye movements

Example: eye movement measurements during information
search (ongoing research by the lecturer and his friends during
2003–2007, see
http://www.cis.hut.fi/projects/mi/proact)

Question 1: Is the user interested in text she is reading?

Question 2: What is the user interested in?

This is a classification problem: predict relevance of a viewed
document or true interest of the user, given the eye movement
trajectory.

The problem is (was) quite difficult to solve.

Kai Puolamäki T-61.3050
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Classification
Is the user interested in the text she is reading?

Eye movements are measured in a
controlled experiment.

A sentence (title of a scientific article) is
partitioned into words.

Most discriminative word-specific
features were used (one or many
fixations, total fixation duration, reading
behaviour).

The title relevance was predicted using a
discriminative machine learning models.

6

• Eye movements are measured 
in a controlled experiment

• A sentence (title) is 
partitioned into words

• We used the most 
discriminative word-specific 
fixation-based features such 
as:

- one or many fixations

- total fixation duration

- reading behavior

• Title relevance is predicted by 
discriminative modeling (one 
of our research topics)

Is the user interested in text she is reading?

The Minimum Error Minimax Probability Machine

Sphere−Packing Bounds for Convolutional Codes

Quantum State Transfer Between Matter and Light

PAC−Bayesian Stochastic Model Selection

Pictorial and Conceptual Representation of Glimpsed Pictures

Blink and Shrink: The Effect of the Attentional Blink on Spatial Processing

Kai Puolamäki T-61.3050
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11

What is the user interested in?

Kai Puolamäki T-61.3050
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Classification
What is the user interested of?

For this to work, there must be a link between the relevance
of a word to a topic of the user’s interest and eye movements
related to it.

This link can be learned and used on new topics.

• There is a link between relevance of a word and eye 
movements related to it.

• There is data for which the relevance and eye movements are 
known (but for different topics).

• The link is independent of actual topic.

• The link can be learned and used on new topics.

12

What is the user interested in?

Figure 2: Sample plot of saccades (lines) and fixations (dots) on a document (on the left) and term weights
inferred from eye movements on all documents in the Dinosaurs category (on the right). The magnitude of the
inferred weight is shown by the thickness of the underlining. The words which do not appear in the dictionary
are shown in light grey.

following we will use precision to refer to the average
precision defined above.

Baseline models. To show that including the eye
movements in the model really is beneficial in the doc-
ument relevancy prediction task we compare the result
of the model using all 26 eye movement and text fea-
tures to a model that uses only the 4 text features.
Both models are trained as was described in Section
5.1. The only difference is in the feature sets. In Table
2 the text features only model is denoted by Wtext(4).
The average precision for this model is 29.63%.

The expected precision of a uniformly random ranking
is 3.69% for 4 positive examples out of 244 documents
(the Natural disasters category) and 6.10% for 10 pos-
itive examples (all other categories). These results are
significantly worse than our other results because there
is an imbalance in the proportion of positive exam-
ples in the training (about half are positive) and test
sets (only 10 out of 244 are positive) which the ran-
dom model does not take into account. We have con-
trolled this bias by comparing two models Wtext(4)
and Wi(26) (see below) which differ only in that in
latter also the eye movements have been taken into
account

The upper expected limit of performance is given by
the ideal weights, denoted by SVM in the results in
Table 2.

Models with combined features. The non-linear
regression model Wi(26) uses both the eye movement
and the term features and the number of projection
directions in the KPLS regression equals the number
of features. It has average precision of 39.82%. The
result is significantly better than that of the text fea-
tures only model (P < 0.01, Fisher Sign Test). This
is quite a strong result considering the complexity of
the task.

We tested also two other non-linear models, labelled
Wi(39) and Wi(52), with the number of projection
directions exceeding the number of features. They
have similar overall performance. The linear regres-
sion model Wi has a bit lower precision on average.
The topicwise results are shown in Table 2.

It is interesting to observe that the some search topics
achieve a higher precision with the linear regression
model than with non-linear one. Despite these results
it is apparent that the non-linear approach outper-
forms the linear one across all selections of the number
of feature directions.

It is striking that the eye movement models perform
worse than the text features only baseline model in
some categories. One possible reason for that is that
some users have read through most of some documents
instead of just finding enough evidence to judge the
relevance, perhaps because they were interested in the
topic. This kind of reading behaviour would not em-
phasise the interesting words and would make it im-
possible to learn the regressor.

Eye movements combined with explicit rele-
vance feedback and text content. Our initial
assumption was that combining eye movements with
the explicit relevancy feedback improves overall per-
formance. Comparing SVMi and SVM-2Ki results in
the Table 2 shows that this is not true for all search
topics. Nevertheless, the overall precision is improved
by combining the two sources of information.

7 DISCUSSION

We addressed the extremely hard task of constructing
a query in an information retrieval task, given nei-
ther an explicit query nor explicit relevance feedback.
Only eye movement measurements for a small set of
viewed snippets, and the text content of the snippets

Kai Puolamäki T-61.3050
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Regression

Regression is classification
where the variate Y is a
continuous variable.

The principles in
classification and regression
are the same, methods
differ.

Example: fuel consumption
of cars.

Y : fuel consumption.

X : car attributes.

Y = G (X | θ)

G (): a model.
θ: model parameters.
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auto-mpg data set from UCI
Machine Learning Repository.
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Regression

Regression is classification
where the variate Y is a
continuous variable.

The principles in
classification and regression
are the same, methods
differ.

Example: fuel consumption
of cars.

Y : fuel consumption.

X : car attributes.

Y = G (X | θ)

G (): a model.
θ: model parameters.
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auto-mpg data set from UCI
Machine Learning Repository.
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Uses of Supervised Learning

Prediction of future cases: Use the rule to predict the output
for future inputs.

Knowledge extraction: The rule is easy to understand.

Compression: The rule is simpler than the data it explains.

Outlier detection: Exceptions that are not covered by the rule,
for example, fraud.

Kai Puolamäki T-61.3050
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Unsupervised Learning

In supervised learning, an imaginary “supervisor” tells us in
the training phase what is the correct variate (Y ), given the
covariate (X ). We then try to predict P(Y | X ) without the
supervisor.

Unsupervised learning is like supervised learning, except there
is no supervisor telling us the Y . We try to predict P(X ). (In
supervised learning we really do not care about P(X ).)

Another view: unsupervised learning is like supervised
learning, except the covariate Y is fixed, in which case we try
to predict P(Y | X ) = P(Y ).

Again, the principles are the same, but the methods differ.

Example: clustering (grouping similar instances together)

Example: probabilistic modeling (find the most likely model to
describe the data, given some prior family of models)

Kai Puolamäki T-61.3050
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Clustering
European land mammals

Example: European land
mammals.

Question: Can we find
ecological communities?

Question: What explains the
communities?

The 50 × 50 km map grids
were grouped into clusters.
Map grids within a cluster
should occupy similar
mammals.

Heikinheimo et al. (2007)
Biogeography of European land
mammals. . . J Biogeogr.

possibly because herbivore distributions are most directly

influenced by the maritime–continental climate gradient.

The species with the highest grid cell incidence give more

coherent clusters than other groups (Fig. 1). Those with an

incidence of 10–20% give coherence values approaching those

of all species and small mammals, but higher incidence values

give lower coherence, perhaps because the species with the

highest incidence are few and widespread. The subset of species

‘at risk’ gives spatially the least coherent clusters found in this

study, even less coherent than seen for large mammals (Fig. 1).

The regional divisions identified by the clusterings show

significant differences in the values of basic climate variables

and elevation (Table 4). All cluster pairs in the ‘all species’

clustering seen in Fig. 3 differ significantly in at least two

environmental variables, and most cluster pairs differ in all of

the variables (Table 4a,b). For almost all groupings tempera-

ture is the variable for which the cluster pairs have the most

significant differences (Table 4c). For precipitation, the num-

ber of significant differences is also high. For all environmental

variables the set ‘species at risk’ has the smallest number of

significantly different cluster pairs, while the species set with

the largest number of significant differences is different for

each considered variable. However, more important than these

relatively minor differences is the high overall percentage of

significant differences. The results of the anova tests complete

with P-values for all of the species groupings are provided as

Table S3 in the supplementary material.

DISCUSSION

We find that Europe can be divided into coherent subregions

based on the distributions of mammal species. We also find a

high degree of geographical coherence displayed by the

clusters, and consistency in the basic spatial pattern among

non-overlapping subsets of the data and despite changes in the

number of clusters. These observations, in combination with

the environmental contrast observed between the clusters and

the concordance of the geographical cluster pattern with the

EnS environmental stratification strongly suggest that the

clusters represent real biological units rather than arbitrary

constructs generated by the clustering algorithms. We take

this to indicate that, even in present-day Europe with its

long history of intensive human presence, the main con-

trols on mammalian metacommunity distributions remain

Figure 3 The k-means clustering of the
mammal data cells in 12 clusters with the ‘all
species’ set. The clustering is the best out of
100 clustering runs in terms of squared error.
The cells are projected on to the map with the
Mollweide (equal-area) NAD27 projection.

Clustering of European mammals

Journal of Biogeography 7
ª 2007 The Authors. Journal compilation ª 2007 Blackwell Publishing Ltd
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Clustering
European land mammals

Endangered species appear to
have least spatial coherence.

The clustering can be explained
mostly by temperature and
precipitation.

Somewhat surprisingly the
natural factors seem to explain
the mammalian
metacommunity distributions,
despite a long history of
intensive human presence.

Small mammals Large mammals

Present 10% Present 20% Present 30%

Herbivora CarnivoraOmnivora

Not at riskAt risk

 
All Species 

Figure 4 The k-means clusterings of the mammal data cells into 12 clusters with respect to the species sets: all species, small mammals, large
mammals, herbivora, omnivora, carnivora, at risk, not at risk, present 10%, present 20% and present 30%. The clusterings are the best out of
100 clustering runs in terms of squared error. Presentation as in Fig. 2.

H. Heikinheimo et al.

8 Journal of Biogeography
ª 2007 The Authors. Journal compilation ª 2007 Blackwell Publishing Ltd
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Other Applications of Machine Learning

Bioinformatics

. . .
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Reinforcement Learning

Learning a policy: A sequence of output.

No supervised output but delayed reward.

Credit assignment problem.

Game playing.

Robot in a maze.

Multiple agents, partial observability. . .

Example: our search engine is showing an user documents.
The user tells us if the shown document is interesting.
Tradeoff:

Exploitation: show the user documents that we think might
interest her most (immediate reward).
Exploration: show the user uninteresting documents with
which we would learn more of her interests (delayed reward).

Not covered in this course.

Kai Puolamäki T-61.3050
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What is Machine Learning?

Definition

Machine learning is programming computers to optimize a
performance criterion using example data or past experience.
(Alpaydin)

Machine learning is using computers to analyze data.

The data is noisy, there are measurement errors etc.

We usually do not observe all factors that would be needed for
certainty: we must resort to statistics.

What is “learning”? Often, we do not want just to describe
the data we have, but be able to predict of (yet) unseen data.

Kai Puolamäki T-61.3050
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About Generalization

Often, it would be quite easy to make a model that would
describe already known data.
It is more difficult to. . .

Say something (predict) of yet unseen data (generalization).
Make a good (not too complex and not too simple) description
of known data.

Prior knowledge is important.

●

●

●

●

●

●

●● ●

●●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●●

●

●

●
●

●

●

●

●

●

●

● ●●●

●

● ●

●

●

●

●

●

●

● ●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●● ●

●

● ●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●●

●

●

●

●

● ●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

● ●

● ●

●● ●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

● ●

●

●

●

● ●

●

●

● ●

●
●●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●●

●
●

●

●
●
●

●

●●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●●

●●●

●

●●
● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●
● ●●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

50 100 150 200

5
10

15
20

25

Linear regression

horsepower

fu
el

 c
on

su
m

pt
io

n 
(l/

10
0k

m
)

G(X)=2.17+0.087 X

●

●

●

●

●

●

●● ●

●●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●●

●

●

●
●

●

●

●

●

●

●

● ●●●

●

● ●

●

●

●

●

●

●

● ●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●● ●

●

● ●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●●

●

●

●

●

● ●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

● ●

● ●

●● ●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

● ●

●

●

●

● ●

●

●

● ●

●
●●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●●

●
●

●

●
●
●

●

●●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●●

●●●

●

●●
● ●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●
● ●●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

50 100 150 200

5
10

15
20

25

Regression using degree 10 polynomial

horsepower

fu
el

 c
on

su
m

pt
io

n 
(l/

10
0k

m
)

G(X)=862.8−87.6 X+...
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What is Machine Learning?
Related areas

How does machine learning relate to data mining?

How does machine learning relate to statistics?

How does machine learning relate to algorithms?

How does machine learning relate to artificial intelligence,
neural networks, . . . ?

Kai Puolamäki T-61.3050
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Machine Learning and Data Mining

Machine learning has (depending on the speaker) a strong
overlap with data mining.

Machine learning emphasizes statistical principles and
methods.

Data mining emphasizes algorithms which also work on large
data volumes.

Data miners may also have a modest goal of helping user to
find something interesting of the data, not attempting to
make a model of the world.

Kai Puolamäki T-61.3050
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Machine Learning and Statistics

Modern statistics forms (with algorithms) the theoretical
foundations of machine learning.

In “traditional” statistics one typically tests single hypothesis
of the data. Example: patients with a new treatment had
80% recovery rate, while patients with the old treatment had
60% recovery rate. Is the new treatment more effective than
the old one?

Kai Puolamäki T-61.3050
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Machine Learning and Algorithms

Algorithms are needed to solve machine learning problems.

In machine learning the algorithmic aspects (convergence,
running times etc.) have not been emphasized. This is
however changing.

Summary: there are lots of connections between machine
learning and various disciplines. The exact connections vary
depending on whom you ask. The field is still developing.

Kai Puolamäki T-61.3050
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Software

There is lots of good software available. You will need some
software to pass this course (for example, exercise work).
Some examples follow.
R. An open source software for statistical computing and
publication quality graphics. An usable functional
programming language. (Lecturer’s favourite.)
Matlab. Matlab is a commercial software that is especially
popular in signal processing. It is too matrix-oriented for the
lecturer’s taste. Quite a few people use it (including
Alpaydin), though. Matlab has an open source variant, GNU
Octave.
Weka. Open source Weka is a collection of machine learning
algorithms for solving real-world data mining problems. It is
written in Java and runs on almost any platform. (Assistant
seems to like it.)

Kai Puolamäki T-61.3050
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Datasets

Often, finding a good data set one of the most difficult tasks
in developing machine learning methods.

UCI Repository:
http://www.ics.uci.edu/∼mlearn/MLRepository.html

UCI KDD Archive: http:
//kdd.ics.uci.edu/summary.data.application.html

Statlib: http://lib.stat.cmu.edu/

Delve: http://www.cs.utoronto.ca/∼delve/

Kai Puolamäki T-61.3050
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Journals

Journal of Machine Learning Research

Machine Learning

Neural Computation

Neural Networks

IEEE Transactions on Neural Networks

IEEE Transactions on Pattern Analysis and Machine
Intelligence

Annals of Statistics

Journal of the American Statistical Association

. . .
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http://www.jmlr.org/
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Conferences

International Conference on Machine Learning (ICML)

European Conference on Machine Learning (ECML)

Neural Information Processing Systems (NIPS)

Uncertainty in Artificial Intelligence (UAI)

Computational Learning Theory (COLT)

International Joint Conference on Artificial Intelligence
(IJCAI)

International Conference on Neural Networks (Europe)

. . .

Kai Puolamäki T-61.3050
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Next lecture

Next Tuesday: Chapter 2 of Alpaydin (2004), “Supervised
Learning”.

Remember the problem session next Friday at 10 o’clock.

Kai Puolamäki T-61.3050
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