
T-61.5010 Information visualizationExer
ise 5. Mon Feb. 27, 2006, 10-12 T2
• Dimensionality redu
tion methods1. Pi
k one of the nontrivial MDS models (see slide 30 of the le
ture on Feb.21.) and write out the 
omplete stress fun
tion to optimize. Explain howthe model you 
hose a�e
ts the �nal visualization. What situations wouldbene�t from the 
hosen model?2. Download the iris dataset from the 
ourse website(http://www.
is.hut.fi/Opinnot/T-61.5010/2006/problems.shtml) andstudy its 2-dimensional PCA proje
tion with and without removing themean from the data when 
al
ulating the 
ovarian
e matrix. Note thatMatlabs 
ov fun
tion subtra
ts the mean automati
ally!3. Consider the 2 dimensional data presented in the �gure below (un
orrelatedgaussian noise with µ = 0 and σ = 1).
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How would you proje
t this 
loud of points to one dimension su
h thata) 
ontinuityb) trustworthinessis preserved? Is it possible to 
reate a proje
tion where both measures aregood? 1



4. Sele
t one of the previous le
tures and 
ome up with three suitable exami-nation questions related to its 
ontents. The �rst question should be aboutbrie�y explaining 4-6 new 
on
epts appearing in the le
ture. The se
ondquestion should be of the form �Write a 1-2 page essay about XYZ.�, whereXYZ is some of the broader topi
s the le
ture is about. The �nal ques-tion should be similar to the ones dis
ussed in the weekly problem sessions.Some of your questions will appear in the examination! You 
an get bonuspoints for this problem only by handing in your answer !
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