Exercise I) Explain briefly pros, cons and most useful applications of different progressive alignment methods and profile HMMs in multiple alignment

Why we need multiple alignment ? To get a sequence describing common properties of a family of sequences to be able to find out whether a new sequence makes part of this family.

Feng-Doolittle

If a simple multiple alignment method were to be designed it would work something like this:  Take two sequences and align those using usual pairwise alignment. Take third alignment and align this with both and choose the one with lowest score. This is the alignment of three sequences.  Take fourth and align with all the three and get fourth.

This is pretty much like Feng-Doolittle (F-D) algorithm works.  It clusters sequences based on distance (measure of similarity) and align groups by aligning all sequences between groups and taking the best.   As the challenge is getting gaps in line in multiple alignment F-D uses gap rewriting with neutral symbol X which has no penalty and drives gaps to same columns.  

F-D is intuitively clear. It misses chance to exploit position specific information like gaps and highly conserved residues.  It does not use already acquired multiple alignment but does pairwice alignment many times.  

Profile alignment

Many progressive alignment methods use alignment of sequences to profiles or  profiles to profiles with various scoring algorithms. Most scoring algorithms use some variation of sum of pairs (SP) algorithm. This should lead into taking into account degree of residue conservation at each position and penalise mismatches more strongly.  Intuitively, if SP sums over all sequences in the multiple alignment already then this would lead into more stiff alignment in positions where conservation is clear.

Handling of gaps change in profile alignment methods but general rule is to force starting in same position in sequences aligned. 

An example of profile alignment methods is CUSTLAW program.  It includes lot of heuristics e.g. on opening positions of gaps.  It is claimed to do pretty good job.

Iterative refinement methods

Problem with profile alignment methods is that subalignments are frozen while progressing trough sequences.  Iterative methods refine intermediate alignments by realigning.  An example is Barton-Steinberg multiple alignment algorithm that does progressive profile alignment and one that is ready, realigns sequences from the beginning.  This iteration is terminated once algorithm has converged.

Iterative method makes sense and it is rather probable that it works accurately.  In methods like this there is of course a lot of worry on heuristics to stop iteration when convergence does not happen immediately.

Progressive methods

None of the methods above do not separate between conserved structural subsequences like helices and non-conserved subsequences like loops.  Both of these easily have residues that are changed but the structure is conserved – and that has pretty much to do with the function of a protein.

Secondly, it is more or less unnecessary to align insert states, meaning those subsequences that have been inserted to sequence during some epoch in evolution.  

Profile HMM’s in Multiple alignment.

Profile in profile HMM multiple alignment is essentially the probabilistic model of the sequence.  This model includes 

· sections that are inserted (insert states)

· sections conserved (match states)

· probabilities of transitions from state to state (match-match, match-insert, etc)

· probabilities of emissions of residues in match states. 

Multiple alignment using HMM profile leads sorting of sequences in order such that match state columns are in same positions, insert state residues in same positions.

Profile HMM modelling is theoretically sound and can make difference between relevant (match state) and non-relevant (insert state) subsequences producing alignment that can match sequence structural model well – as structures can be almost intact with some residue changes.   

