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iples of Neural ComputingRaivio, VennaExer
ise 101. The thin-plate-spline fun
tion is des
ribed by
ϕ(r) =

( r

σ

)2

log
( r

σ

) for some σ > 0 and r ∈ R
+Justify the use of this fun
tion as a translationally and rotationally invariant Green's fun
tion. Plotthe fun
tion graphi
ally. (Haykin, Problem 5.1)2. The set of values given in Se
tion 5.8 for the weight ve
tor w of the RBF network in Figure 5.6.presents one possible solution for the XOR problem. Solve the same problem by setting the 
entersof the radial-basis fun
tions to

t1 = [−1, 1]T and t2 = [1,−1]T .(Haykin, Problem 5.2)3. Consider the 
ost fun
tional
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+ λ‖DF ∗‖2whi
h refers to the approximating fun
tion
F ∗(x) =

m1
∑

i=1

wiG(‖x − ti‖).Show that the 
ost fun
tional E(F ∗) is minimized when
(GT

G + λG0)w = G
T
dwhere the N -by-m1 matrix G, the m1-by-m1 matrix G0, the m1-by-1 ve
tor w, and the N -by-1ve
tor d are de�ned by Equations (5.72), (5.75), (5.73), and (5.46), respe
tively. (Haykin, Problem5.5)4. Consider more 
losely the properties of the singular-value de
omposition (SVD) dis
ussed verybrie�y in Haykin, p. 300.(a) Express the matrix G in terms of its singular values and ve
tors.(b) Show that the pseudoinverse G

+ of G 
an be 
omputed from Equation (5.152):
G

+ = VΣ
+
U

T .(
) Show that the left and right singular ve
tor ui and vj are obtained as eigenve
tors of thematri
es GG
T and G

T
G, respe
tively, and the squared singular values are the 
orrespondingnonzero eigenvalues.


