
Tik-61.3030 Priniples of Neural ComputingRaivio, VennaExerise 5,1. The MCulloh-Pitts pereptrons an be used to perform numerous logial tasks. Neurons areassumed to have two binary input signals, x1 and x2, and a onstant bias signal whih are ombinedinto an input vetor as follows: x = [x1, x2,−1]T , x1, x2 ∈ {0, 1}. The output of the neuron isgiven by
y =

{

1, if w
T
x > 0

0, if w
T
x ≤ 0where w is an adjustable weight vetor. Demonstrate the implementation of the following binarylogi funtions with a single neuron:(a) A(b) not B() A or B(d) A and B(e) A nor B(f) A nand B(g) A xor B.What is the value of weight vetor in eah ase?2. A single pereptron is used for a lassi�ation task, and its weight vetor w is updated iterativelyin the following way:

w(n + 1) = w(n) + α(y − y′)xwhere x is the input signal, y′ = sgn(wT
x) = ±1 is the output of the neuron, and y = ±1 is theorret lass. Parameter α is a positive learning rate. How does the weight vetor w evolve fromits initial value w(0) = [1, 1]T , when the above updating rule is applied with α = 0.4, and we havethe following samples from lasses C1 and C2:

C1 : {[2, 1]T},

C2 : {[0, 1]T , [−1, 1]T}3. Suppose that in the signal-�ow graph of the pereptron illustrated in Figure 1 the hard limiter isreplaed by the sigmoidal linearity:
ϕ(v) = tanh(

v

2
)where v is the indued loal �eld. The lassi�ation deisions made by the pereptron are de�nedas follows:Observation vetor x belongs to lass C1 if the output y > θ where θ is a threshold;otherwise, x belongs to lass C2Show that the deision boundary so onstruted is a hyperplane.



4. Two pattern lasses, C1 and C2, are assumed to have Gaussian distributions whih are enteredaround points µ1 = [−2,−2]T and µ2 = [2, 2]T and have the following ovariane matrixes:
Σ1 =

[

α 0
0 1

] and Σ2 =

[

3 0
0 1

]

.Plot the distributions and determine the optimal Bayesian deision surfae for α = 3 and α = 1.In both ases, assume that the prior probabilities of the lasses are equal, the osts assoiated withorret lassi�ations are zero, and the osts assoiated with mislassi�ations are equal.
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Figure 1: The signal-�ow graph of the pereptron.


