
Tik-61.3030 Prin
iples of Neural ComputingRaivio, VennaExer
ise 61. Constru
t a MLP network whi
h is able to separate the two 
lasses illustrated in Figure 1. Use twoneurons both in the input and output layer and an arbitrary number of hidden layer neurons. Theoutput of the network should be ve
tor [1, 0]T if the input ve
tor belongs to 
lass C1 and [0, 1]T if itbelongs to 
lass C2. Use nonlinear a
tivation fun
tions, namely M
Cullo
h-Pitts model, for all theneurons and determine their weights by hand without using any spe
i�
 learning algorithm.(a) What is the minimum amount of neurons in the hidden layer required for a perfe
t separationof the 
lasses?(b) What is the maximum amount of neurons in the hidden layer?2. The fun
tion
t(x) = x2, x ∈ [1, 2]is approximated with a neural network. The a
tivation fun
tions of all the neurons are linearfun
tions of the input signals and a 
onstant bias term. The number neurons and the networkar
hite
ture 
an be 
hosen freely. The approximation performan
e of the network is measured withthe following error fun
tion:

E =

∫
2

1

[t(x) − y(x)]2dx,where x is the input ve
tor of the network and y(x) is the 
orresponding response.(a) Constru
t a single-layer network whi
h minimizes the error fun
tion.(b) Does the approximation performan
e of the network improve if additional hidden layers arein
luded?3. The MLP network of Figure 2 is trained for 
lassifying two-dimensional input ve
tors into twoseparate 
lasses. Draw the 
orresponding 
lass boundaries in the (x1, x2)-plane assuming that thea
tivation fun
tion of the neurons is (a) sign, and (b) tanh.4. Show that (a)
∆wij(n) = η

n∑
t=0

αn−tδj(t)yi(t)is the solution of the following di�eren
e equation:
∆wij(n) = α∆wij(n − 1) + ηδj(n)yi(n),where α is a positive momentum 
onstant. (b) Justify the 
laims 1-3 made on the e�e
ts of themomentum term in Haykin pp. 170-171.5. Consider the simple example of a network involving a single weight, for whi
h the 
ost fun
tion is

E(w) = k1(w − w0)
2 + k2,where w0, k1, and k2 are 
onstants. A ba
k-propagation algorithm with momentum is used tominimize E(w). Explore the way in whi
h the in
lusion of the momentum 
onstant α in�uen
es thelearning pro
ess, with parti
ular referen
e to the number of epo
hs required for 
onvergen
e versus

α.



Figure 1: Classes C1 and C2.
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Figure 2: The MLP network.


