
Tik-61.3030 Priniples of Neural ComputingRaivio, VennaExerise 71. In setion 4.6 (part 5, Haykin pp. 181) it is mentioned that the inputs should be normalizedto aelerate the onvergene of the bak-propagation learning proess by preproessing them asfollows: 1) their mean should be lose to zero, 2) the input variables should be unorrelated, and3) the ovarianes of the deorrelated inputs should be approximately equal.(a) Devise a method based on prinipal omponent analysis performing these steps.(b) Is the proposed method unique?2. A ontinuous funtion h(x) an be approximated with a step funtion in the losed interval x ∈ [a, b]as illustrated in Figure 1.(a) Show how a single olumn, that is of height h(xi) in the interval x ∈ (xi − ∆x/2, xi + ∆x/2)and zero elsewhere, an be onstruted with a two-layer MLP. Use two hidden units and thesign funtion as the ativation funtion. The ativation funtion of the output unit is takento be linear.(b) Design a two-layer MLP onsisting of suh simple sub-networks whih approximates funtion
h(x) with a preision determined by the width and the number of the olumns.() How does the approximation hange if tanh is used instead of sign as an ativation funtionin the hidden layer?3. A MLP is used for a lassi�ation task. The number of lasses is C and the lasses are denotedwith ω1, . . . , ωC . Both the input vetor x and the orresponding lass are random variables, andthey are assumed to have a joint probability distribution p(x, ω). Assume that we have so manytraining samples that the bak-propagation algorithm minimizes the following expetation value:
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,where yi(x) is the atual response of the ith output neuron and ti is the desired response.(a) Show that the theoretial solution of the minimization problem is
yi(x) = E(ti|x).(b) Show that if ti = 1 when x belongs to lass ωi and ti = 0 otherwise, the theoretial solutionan be written
yi(x) = P (ωi|x)whih is the optimal solution in a Bayesian sense.() Sometimes the number of the output neurons is hosen to be less than the number of lasses.The lasses an be then oded with a binary ode. For example in the ase of 8 lasses and 3output neurons, the desired output for lass ω1 is [0, 0, 0]T , for lass ω2 it is [0, 0, 1] and so on.What is the theoretial solution in suh a ase?
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Figure 1: Funtion approximation with a step funtion.


