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Abstract

The purpose of this paper is to summarize our work on adaptiveon-line recog-
nition methods for handwritten characters. Reports on the work have been pub-
lished in various conference proceedings and book chapters. As each publication
covers only some specific part of our work, it is hard to see thewhole picture and
get a good overview of the whole work. Instead of trying to explain in detail all
the techniques and experiments, we compare them with each other and give more
general results.

By adaptation we mean that the system is able to learn new writing styles and
thus improve its performance. We have had two different approaches to the adapta-
tion: experiments have been carried out with both individually adaptive classifiers
and adaptive committees of static classifiers.

The main techniques applied in our work include thek-Nearest Neighbor and
the Local Subspace Classification rules, Dynamic Time Warping and Levenshtein
distances, Learning Vector Quantization, and DynamicallyExpanding Context.

1 Introduction

Since 1997 we have studied methods for adaptive on-line recognitionof isolated char-
acters [10]. A hypothetical application in our minds has been a portable digital assistant
(PDA) into which all input would be entered with a stylus. Such a system should be
capable of decent recognition of any user’s writing right from the beginning and still be
able to increase its accuracy during use. In our view, the adaptation of therecognizer
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should take place unnoticed by the user, i.e. simultaneously with the system’s normal
use.

In this paper, we summarize all our experiments and experiences this far. InSection 2,
we first give a short overview of the recognition system. Then, in Sections 3 and 4
we describe the data used and the preprocessing and normalization stages applied in
all experiments. Section 5 addresses the feature extraction methods we have utilized
and Section 6 the different classification techniques we have applied. The various
dissimilarity measures used in the Dynamic Time Warping (DTW) classifier are then
analyzed in more depth in Section 7. As our recognition system is user-independent
and adaptive, the formation of the initial prototype set and its modification during the
on-line adaptation stage are essential to the operation. These questionsare addressed
in the next two sections. Finally, we summarize our results until now in Section 10,
consider some implementation issues in Section 11, and have a look at ourfuture plans
in Section 12.

2 General Overview of the System

The recognition system used in our experiments is based on various forms of template
matching. It consists of one or more separate classification units which compare input
characters with their own prototype sets. If more than one classification unit are used
simultaneously, they form a committee classifier. The recognition system is adapted to
the new user’s writing style either by adding, inactivating, or modifying the prototypes
in the individual recognizers, or by adding new, more detailed decision rules in the
committee classifier. These two forms of adaptation can be carried out simultaneously
or sequentially.

Input data Preprocessing Validation 

Adaptation

Recognizer

User Interface

OutputNormalization

Figure 1:Architecture of the handwriting recognition system.

The overall architecture of the recognition system is illustrated in Figure 1. The in-
formation flow begins at the data collection device and goes through thepreprocessing
and normalization units before it reaches the recognition unit. The recognition unit
is adapted according to validated recognition result which is the output ofthe system.
Figure 2 describes the recognition unit in more detail.

Various classification techniques have been experimented with. These include Dy-
namic Time Warping, matching of symbol strings, and non-parametric statistical clas-
sification based on thek-Nearest Neighbor rule and the Local Subspace Classification
rule.
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Figure 2:Architecture of the recognizer unit.

The recognition system is adapted on-line and in a self-supervised fashion. The correct
classes of the input characters are deduced from both the recognition resultsand the
user’s actions. The initial prototype set of each classifier is formed by clustering char-
acter samples written by several subjects. Therefore, it covers multiple writing styles
already at the beginning of the use.

Completely new writing styles can be learned quickly when characters input bythe
user are added into the prototype set as such. In addition, the existing prototypes can
be gradually reshaped so that they better represent the user’s style of writing. This
adaptation is carried out with an algorithm based on Learning Vector Quantization
(LVQ) [5]. Prototypes which are confusing and are therefore more harmful than useful
can be inactivated.

The decision rule of a committee classifier is initially as simple as majority-voting.
New decision rules are produced according to Dynamically Expanding Context (DEC)
principle [4, 16]. This technique adds new decision rules whenever theexisting rules
fail to correctly classify an input character. The new rules utilize more information
on the outputs of the committee members and are thus more specific than the original
ones.
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Database Subjects Left-handed Females Characters
DB1 22 1 1 � 10 400
DB2 24 2 10 � 29 300

Table 1:Summary of the databases used in the experiments.

3 Data

All character data were collected with a pressure sensitive Wacom ArtPad II tablet
attached to a Silicon Graphics workstation. The resolution of the tabletis 100 lines
per millimeter and the sampling rate is at maximum 205 data points per second. The
loci of the pen point movements consist of thex- andy-coordinates, pen’s pressure
against the writing surface, and time stamp. The writing area was a rectangle of size
50 mm� 20 mm placed at the center of the tablet. The characters were written one at
a time. Writers were advised to use their natural handwriting style. Thedata was saved
in UNIPEN format [2]. Important details of the databases are summarized inTable 1.

Database 1 consists of characters which were written without any visual feedback. The
pressure level thresholding the pen movements into pen up and pen down movements
was set individually for each writer. The distribution of the classes (a-z, A-Z, å, ä, ö,
Å, Ä, Ö, 0-9, (, ), /, +, -, %, $, @, !, ?, :, ., and ,) was somewhat similar to that of the
Finnish language. Database 2 was collected with a program which showed the pentrace
on the screen and recognized the characters on-line. The minimum writing pressure for
showing the trace of the pen on the screen and detecting pen down movements wasthe
same for all writers. The distribution of the character classes (a-z, A-Z, ˚a, ä, ö,Å, Ä, Ö,
and 0-9) was nearly even. None of the writers of Database 1 appeared in Database 2.
Database 1 was used for forming the initial prototype set and Database 2 wasused as a
test set.

4 Preprocessing and Normalization Methods

Prior to the classification and adaptation phases, the input characters need to be pre-
processed and normalized. Naturally, the characters included as prototypes in the clas-
sifiers need to be similarly processed so that they are comparable with the input char-
acters. The preprocessing operations applied in our work are very simple asthey were
mainly used for finding a suitable sampling method and frequency for the Dynamic
Time Warping type classifier.

As the first task, characters are always preprocessed with an operation calledNoDu-
plicatePoints(NDP) so that the sequential data points having same coordinate values
are merged into a single data point. The sampling frequency can be altered with two
operations: 1)Decimate(n) (Dec) keeps every (n + 1)th data point and abandons the
intermediate ones, 2)Interpolate(n) (Int) interpolatesn equally spaced points between
every original data point pair. The former operation reduces both sampling rate and
the amount of information in the data. The latter operation only increasesthe sampling
rate as the data points added do not contain any additional dynamic information and
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are slightly misplaced from the actual smooth path of the pen. The data points can al-
ternatively be made spatially equidistant withEvenlySpacedPoints(d) (ESP) operation,
whered is the desired distance between the adjacent points.

The unknown character and the prototypes are moved into the same location so that
they can be properly matched. This is carried out by moving their center points to the
origin of the coordinate system. The normalization methodMassCenter(MC) moves
the mass center of the character to the origin and the normalization methodBounding-
BoxCenter(BBC) does the same to the center of the bounding box. The size variations
in the characters are normalized with an operator calledMinMaxScaling(MMS) which
scales the size of the character so that the length of the longer side of the bounding box
is the same for all characters. The aspect ratios of the characters remain unchanged.

Section 7.1 presents a quantitative comparison between different combinations of the
described preprocessing and normalization methods when used together with various
dissimilarity methods in the DTW classifier.

5 Feature Extraction Methods

With DTW classifier, no feature extraction methods were used as the matchingwas
done to the coordinate sequences resulting from the preprocessing and normalization
operations. The symbol string-based and LSC classification methods, tobe described in
more detail in Sections 6.2 and 6.3, required specific feature extraction steps. The used
features were symbol strings of pen direction for the modified Levenshtein distance-
based classifier and principal components of thickened stroke images of the characters
for LSC classification.

5.1 Symbol Strings

Pen traces were transformed to directional symbol strings for classification. Prior to
the actual formation of the symbol string, all strokes in the character were joined. At
this point, information on where the pen was off the tablet was stored.The characters
were normalized using theBoundingBoxCenterandMinMaxScalingoperators. This
resulted in a centered and scaled one-stroke character in a 1000�1000-sized box with
the pen-up points marked.

The discretization of the character was performed by setting a minimum length l for
each directional symbol and following the pen-trace until this distance was reached,
the trace ended, or a pen-up point was encountered. Then, the direction of the resulting
vector was calculated and quantized to one of a predetermined number of values. The
numberd of directions was varied from 4 to 32. The parts of the character with the pen
up were marked with single symbols having values different from those with the pen
down.

Two approaches to using length information were experimented with. Thefirst was
to set for each direction symbol a default length which was the assigned discretization
distance. The second approach was to store the actual length of the corresponding line
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segment together with the direction symbol. Also, a corner detection method, which
was most sensitive to changes near the center of the character, was applied. This kind
of corner detection approach is most useful due to the fact that the beginning and end
parts of handwritten characters are often written less carefully and thus contain less
information than the central part.

5.2 Thickened Strokes

In order to form feature vectors of fixed dimensionality and thus suitable for straight-
forward statistical classification, we devised two feature extraction methods [7]. In
these approaches, information about the time sequence of the strokes is not used at all.
In the first version, the straight lines connecting the measuredxy-points were thick-
ened to the width of2r units in a coordinate system where the image was centered in a
1024�1024-sized frame. The thickening process was carried out by drawing filled cir-
cles of radiusr along the path of the stylus. The original frame was then downsampled
to the size of 32�32 by averaging. Figure 3(a) displays a handwritten character ‘d’
first in its original form as a sequence of coordinate points connected by straight lines.
Figure 3(b) illustrates the same character after downscaling the thickened stroke. The
particular value ofr = 50 has been used. The effect of the averaging in downsampling
can be observed as grey shades around the character boundary.

(a) (b) (c) (d)

Figure 3:Handwritten ‘d’ in various forms: (a) original points connected with lines,
(b) thickened image in 32�32 frame, (c) vertical direction image, and (d) horizontal
direction image.

In the second variation, two 32�32-sized images were created instead of one. The
directions of the lines connecting the sampled pen positions were used as additional
information when creating the images. In the first one, illustrated in Figure 3(c), the
vertical component of the direction of pen movement was used in thickening the path.
The filling value was obtained asfv = sin � where� is the line direction in polar
coordinates. Likewise, the horizontal partfh = cos � was used in the second image
as depicted in Figure 3(d). In both illustrations, white represents positive and black
negative values, respectively.

The feature extraction process was in both cases continued by concatenating thepixel
values of the grey-scale images. This gave rise to 1024-dimensional pattern vectors in
the former and to 2048-dimensional vectors in the latter case. The covariancematrix of
the training data set was calculated after feature extraction. The first 64 eigenvectors of
the covariance matrix were used in projecting the pattern vectors to a 64-dimensional
feature space using the Karhunen-Loève transform (KLT).

6



6 Classification Techniques

For the classification of handwritten characters, we have used various techniques.
These include Dynamic Time Warping (DTW), symbol string matching,and statistical
classification of fixed-length feature vectors extracted from the character images. In
addition, we have used committee classifiers which have been formed from the above
types of individual classifiers.

All the classification techniques have been adaptive. In the case of individual classi-
fiers, this has been realized by adding or modifying the prototypes used bythe classifier.
In the committee classifier, the adaptation has been implemented by adding newdeci-
sion rules whenever the existing ones have been unable to produce the correct recogni-
tion result. The classification techniques are addressed in more detail in the following
sections. Later in Section 9, the implementation of adaptive behavior in eachof the
classifier types is elaborated.

6.1 Dynamic Time Warping

Elastic matching performed with the DTW algorithm is a nonlinear matching method
originally used in speech recognition. It was developed at the beginningof 1970s and
was introduced as a method for recognition of handwriting in the late 1970s. Dynamic
Time Warping can be used in comparison of all kinds of continuous functions of a
continuous parameter, typically time. It is based on the idea that the speed of the
process underlying the function can vary. The effects of these variations canbe omitted
in the comparison of two functions if the parameter axes of the functionsare warped.
In this case, warping means compressing and stretching of the parameter axes locally.
In practice, the functions which are originally continuous are converted into discrete
sequences by sampling [15].

In our work, we have used the DTW algorithm for nonlinear curve matching. Classifi-
cation is carried out by first evaluating the dissimilarity measures betweenthe unknown
character and all the prototypes and then applying thek-Nearest Neighbor rule [1]. In
the current implementation, the prototypes are pruned according to theirnumber of
strokes prior to the matching phase. As a result, only characters with thesame number
of strokes are matched. In addition to pruning, the prototypes are ordered based on
the locations of the starting and ending point of the first stroke. These two techniques
improve the efficiency of finding the nearest prototypes for the inputcharacter.

The dissimilarity measures based on the DTW algorithm and used in our work are
described briefly in Section 7 and in detail in [17]. Section 9.2 describes various ways
how the adaptation of the DTW classifier has been implemented in our studies.

6.2 Modified Levenshtein Distance

The distance measure for the symbol strings was based on the Levenshtein dis-
tance [12]. This distance measure allows three kinds of operations: replacements,
removals and additions. Each of these can be assigned a specific cost function.In our
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experiments, this distance measure was somewhat modified so that information regard-
ing the neighboring symbols was also used in determining the costs. Extra cost for
alteration of symbols referring to input with the pen off the tablet wasalso added. This
modification helps to preserve the information available in the original stroke-based
structure. The cost was also dependent on the lengths of the symbols whenlength in-
formation was used. Based on these costs, the actual distance between characters was
calculated with a dynamic programming algorithm [15].

6.3 Local Subspace Classifier

The Local Subspace Classifier (LSC) method [6] models the distribution of the pat-
tern classes in a nonparametric fashion by using existing prototypes to span lower-
dimensional local subspaces in the feature space. Instead of measuring distancesto
the discrete prototypes, as with thek-Nearest Neighbor (k-NN) classification rule, the
distance is now defined between the input sample and the linear manifold nearest to it.

When calculating the distance between input vectorx and pattern classj, theD + 1
prototypes belonging to classj and nearest tox are first searched for. AD-dimensional
linear manifoldLj of thed-dimensional real space can then be spanned by these pro-
totypes. Whenx is projected orthogonally onto this manifold, a residual vectorexj
results. The classification ofx is then performed according to the shortestexj among
classesj = 1; : : : ; C whereC is the number of classes. In any case, the residual length
from the input vectorx to the linear manifold is equal to or smaller than the distance
to the nearest prototype, i.e.kexjk � jjx �m0j jj. It can be seen that the LSC method
degenerates to the 1-NN rule whenD = 0.

In a modification of the basic LSC method, named the Convex Local SubspaceClas-
sifier (LSC+), it is required thatx is projected onto a convex subspace spanned by
the prototypes. If the orthogonal projection does not fulfill thiscondition, prototype
vectors are iteratively removed from the basis and the projection recalculated until an
orthogonal projection to a convex subset of the nearest prototypes is found. An inter-
ested reader can find the details in [6].

6.4 Committees

Instead of single classifiers, a committee classifier can be used [8]. The outputs of a set
of classifiers are combined in a committee machine which makes the final classification
decision according to its internal rules. The most simple rule is to perform majority
voting among the member classifiers and output the most voted class. Thismajority-
voting action may be seen as only a default rule for combining the inputs. When this
simple rule fails, adaptation takes place. In our experiments, the adaptation has been
implemented by the use of the Dynamically Expanding Context (DEC) principle of
Kohonen [4, 16] described in detail in Section 9.3.

In our system, the context upon which the rules operate is formed fromthe set of
outputs from the committee members. First, the members are ranked in the order of
individual recognition accuracy, and second, more than one classification output from
each member can be examined. When using more than one output from each member
classifier, the context can expand in two different ways.
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7 DTW Dissimilarity Measures

We have performed experiments with six dissimilarity measures based onthe DTW al-
gorithm. The main difference between the measures is the associated cost of matching
a data point. The DTW algorithm finds the optimal matching of the datapoints which
corresponds to the minimum sum of the costs and satisfies the boundaryand continuity
conditions. The continuity condition common to all the dissimilarity measures requires
that all the data points are matched and in the same order as they have been produced.
The dissimilarity measures are defined on stroke basis. Connected parts ofthe drawn
curve in which the pressure between the pen and writing surface exceeds a given value
are considered as strokes. In case of all but one dissimilarity measure, theboundary
conditions ensure that the first and last points of two strokes are matched against each
other.

Stroke 2

Stroke 1

Figure 4:Optimal matching of data points found by the DTW algorithm.

The dissimilarity measures are calledPoint-to-point(PP), Normalized point-to-point
(NPP), Point-to-line (PL), Normalized point-to-line(NPL), Kind-of-area (KA) and
Simple-area(SA) distances.PP-distance uses the squared Euclidean distance between
the data points as a matching cost. The optimal matching of two strokes is illustrated
in Figure 4 forPP-distance. In the case ofPL-distance, the data points are matched to
lines interpolated between the data points. Therefore, the boundary conditions applied
with the other dissimilarity measures cannot be used. Instead of matchingthe first, or
the last, data points against each other, only one of them is matched against the line
connecting the other one to its neighboring data point.NPP- andNPL-distances are
otherwise similar toPP- andPL-distances, respectively, but the sums of the matching
costs are divided stroke-wise by the number of matchings. Due to the normalization, a
pairs of long and short strokes have equal contributions to the totaldistance. In addi-
tion, the increase in the dissimilarity measure caused by different data point densities
of the strokes is reduced.KA-distance also matches data points against data points but
the Euclidean distances from the matched data points to their neighboringdata points
are considered too.SA-distance uses the area between the strokes approximated with
triangles or quadrilaterals as the matching cost. These two distances measurethe area
left between the matched strokes and are therefore more sensitive to the shapes of the
strokes than their data point densities. All the DTW-based dissimilarity measures are
described in full detail in [17].
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Dissimilarity measure Dec NDP MMS MC Eave %
Point-to-point 2 � � � 15.9
Point-to-line � � � 17.1
Normalized point-to-point 1 � � � 16.1
Normalized point-to-line 2 � � � 17.1
Simple-area � � � 29.8
Kind-of-area(1,0) 2 � � � 18.3

Table 2:The summary of best recognition results for all the DTW-based dissimilarity
measures. NotationEave stands for the average recognition error rate.

7.1 Comparison

The most suitable combination of preprocessing and normalization methods yielding
the lowest recognition error was selected separately for all the DTW-based dissimilarity
measures. These selections were carried out in the following way: 1) the prototype
set was formed from the characters of Database 1 with a semiautomatic clustering
algorithm and each class was represented by seven prototypes, 2) the test set included
the lower case letters and digits of the eight first writers of Database 2, 3) the recognizer
consisted of a single, nonadaptive 1-NN classifier, 4) the combination producing the
lowest recognition rate for all the writers on the average was selected.

OperationsNoDuplicatePointsandMinMaxScalingwere found to be beneficial for all
the dissimilarity measures. The former operation removes data points which do not
contain any additional information on the shape of the character but are caused, for
example, by the hesitation of the writer. The latter operation improvedrecognition
rates because the writers were allowed not only to use their own writing style but also
to write the characters in any size they preferred to. The selection of the centering
method was also straightforward asMassCenter-operation yielded better results than
BoundingBoxCenter-operation for all but one writer.

The experiments showed that neitherEvenlySpacedPoints- nor Interpolate-operation
were able to improve the average recognition accuracy. The former operation loses all
the dynamical information on the writing process such as the velocity andacceleration
of the pen point which are implicitly contained in unevenly distributed data points.
The latter operation was quite useless as the original data points were sampled with
a frequency high enough. Therefore, the best average recognition result was obtained
with Decimate-operation or with no additional preprocessing at all.

The results of the experiments are summarized in Tables 2 and 3. The best combination
of preprocessing and normalization methods and the corresponding averagerecogni-
tion error rate are shown for each DTW-based dissimilarity measure in Table 2. Note
that these are just base-line error percentages, meant solely to compare the preprocess-
ing and normalization. With adaptation, the results improve significantly as will be
seen in Section 10. From Table 2 it can be seen that dissimilarity measurePoint-to-
point and the normalized version of it yielded clearly lower average recognition error
rates than the other measures. According to Table 3,Point-to-pointwas also the best
choice for a dissimilarity measure in case of all but one writer. However, it should be
noticed that the variation in the recognition accuracy between the writers wassignifi-
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Writer PP NPL Dec Int NDP MMS MC BBC E %
DB2:7 � 3 � � � 5.7
DB2:6 � 4 � � � 5.8
DB2:4 � 2 � � � 11.2
DB2:3 � 1 � � � 12.2
DB2:8 � 1 � � � 16.6
DB2:1 � 1 � � � 17.8
DB2:2 � 1 � � � 19.0
DB2:5 � 6 � � � 24.8

Table 3:The best combination of the DTW-based dissimilarity measure, preprocessing,
and normalization method for each writer. NotationE stands for the recognition error
rate.

cant. In addition, selection of a good parameter value forDecimate, which was the best
preprocessing method for the clear majority of the writers, is a writer dependent task.

According to the result of these experiments, the best average recognition result for sev-
eral writers can be obtained ifNoDuplicatePoints-operation followed byDecimate(2)-
operation is used as a preprocessing method, characters are normalized withMinMaxS-
caling- and MassCenter-operations, and the dissimilarity measure isPoint-to-point.
These settings have been used in the adaptation experiments whose results are pre-
sented in Section 10.

8 Creation of Prototype Sets

Depending on the computational requirements of a classification algorithm, it may be
necessary that only a subset of the available training data is used in on-line recognition.
If such a case, a special prototype set needs to be extracted from the totalityof exist-
ing character data, e.g. with clustering [3]. In our work, the prototypesets have been
formed by first clustering character samples of Database 1 written by several subjects
and then selecting the middlemost items of the clusters to present the corresponding
styles of writing. We have experimented with three different algorithms for the cluster-
ing task.

The first clustering algorithm is semiautomatic. It starts with one cluster containing all
the samples. The clusters are split until a predefined count is reached. The number of
different writing styles per character class and stroke number variation was manually
examined. This clustering algorithm was used to create the sets for the DTW classifiers.
In these runs, the number of prototypes was the same for every class, namely seven.
The number of clusters per stroke number variation was selected so that it roughly cor-
responds to the respective share of all the writing styles of that character. The algorithm
is explained in detail in [11].

The second clustering algorithm utilizes the opposite approach. At thebeginning of
the algorithm, there are as many clusters as there are character samples. Next, those
two cluster whose middle items are the most similar are merged and the middle item
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of the new cluster is found. Then again, two clusters are merged into one in a similar
way. The algorithm continues until there is only one cluster left. Thebenefit of this
algorithm is that it does not require any prior information on the number of writing
styles. In all stages of the algorithm, the user can check if all the center itemsrepresent
writing styles different enough and decide whether the merging should be stopped.

The first two clustering algorithms were compared by creating equally-sizedprototype
sets with each. Database 2 was then used to evaluate the recognition accuracy of the
DTW classifier with both prototype sets. This experiment showed that there were no
real differences between the two clustering algorithms. The recognition results seemed
to be more dependent on the data than the algorithm used in the clustering process.

The third clustering technique used was the traditionalK-means algorithm [13, 14]. It
was used to form the initial user-independent 1-NN classifier needed in the LSC ex-
periments. A set of typical representatives for each character class were selected with
it. The value forK was varied in the experiments between 1 and 10, thus resulting to
prototype set sizes between 39 and 390. In the symbol string-based recognition, the
computational requirements were lowest. Therefore it was feasible to use the entire
Database 1 as the prototype set and a special prototype extraction phase wasunneces-
sary.

9 On-line Adaptation Techniques

The key feature of our recognition system is its ability to adapt to a new writing style.
This can be achieved in two fundamentally different ways. Adaptation is carried out
on-line either by modifying the prototype sets of the separate classification units or
the decision rule of the committee classifier. The adaptation process is supervised
without any direct interaction with the user. Instead, the correct classes ofthe input
characters are inferred from the recognition results and the user’s reactionsto them. In
the following sections, such a supervision scheme together with the user interface, and
adaptation strategies both for prototype sets and decision rules are described.

9.1 Supervision of Adaptation

We assume that the device in which an on-line character recognition system has been
implemented has an input subprogram with the following properties: 1) Input charac-
ters are written into the desired positions on the display. Alternatively, the user first
selects the input position by pointing it with the pen and then writesthe characters into
a special writing area. 2) Handwritten characters are recognized and replaced by the
machine-printed recognition results right after they have been input. 3) Recognition
errors and writing mistakes are corrected by inputting a new character on topof the
machine-printed character. The recognition result of the latest input characteris as-
sumed to be the correct class for all the characters drawn into the same position. The
validation unit of the recognition system (see Figure 1) takes care of the labeling of
the input characters according to this assumption. 4) All input characters are stored.
5) The adaptation is carried out character by character after a whole text sequence, for
example a line, has been accepted by the user.
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As recognition errors and writing mistakes are corrected in the same way, erroneous
learning situations of three types can take place. First, the user may not notice all
the recognition errors or does not care to correct them. Second, if the user makes
writing mistakes and corrects them, some of the learning samples will be incorrectly
labeled. Third, carelessly written and thus atypical or malformed characters might be
used as learning samples. However, there were no malformed learning samples in our
experiments as the data had been manually examined and cleaned.

9.2 Adaptation of Prototype Sets

With the DTW-based classifiers four different prototype set adaptation strategies have
been applied. They are named asAdd, Inactivate, Lvq, andHybrid [17, 18]. Adaptation
strategyAdd(k) examines the classes of thek prototypes nearest to the input character.
The classification is carried out according to thek-NN rule. The input character is
added to the prototype set if any one of these prototypes belongs to a wrong class, even
if the classification was correct. Adaptation strategyInactivate(N ) is used for inacti-
vating those prototypes which are more harmful than useful. After each recognition,
Inactivate-strategy checks if the prototype nearest to the input character has been the
nearest one at leastN times and whether its class has been incorrect more often than
correct. In that case, the prototype is removed from the set of active prototypes.

When a character written by the user is basically similar to a prototype of the correct
class, for example it has the same number and order of strokes, but of slightly different
shape, the existing prototype can be reshaped instead of adding the input character
to the prototype set. This can be performed with an adaptation strategy called Lvq(�)
based on a modified version of Learning Vector Quantization (LVQ) [5, 9]. Parameter�
controls the degree of reshaping. If the value of� is near to zero, the nearest prototype
is reshaped only slightly. With larger values of� the modifications to the prototypes
have more effect. Adaptation strategyHybrid(�,k) combines theAdd(k) andLvq(�)
strategies. Thek nearest prototypes are examined. If any one of them belongs to
the same class as the input character, the nearest prototype is modified withLvq(�).
Otherwise, the input character is added to the prototype set.

In the Local Subspace Classifier experiments we started with a user-independent 1-
NN classifier created from Database 1 with theK-means algorithm. For each writer,
the user-dependent LSC prototype set was initially empty. The adaptation of the LSC
classifier was then performed according to two distinct rules controlling the inclusion
of the input character into the classifier. The ‘E’ rule stated that the prototype was
added only if the LSC classifier had misclassified the input. The ‘A’ ruleforced the
addition of every input character. Every input character was classified with both the
user-independent 1-NN classifier and the adaptive user-dependent LSC classifier. The
joint classification decision of the two was given by the one with shorter distance to
either to the nearest prototype or the nearest local subspace, respectively. This was
possible as the both types of classifiers are based on the Euclidean distancemetrics and
measure the residuals in same units. If the class provided by the 1-NN classifier was
incorrect, the corresponding prototype in theK-means-initialized prototype set was
removed. The input character was added to the LSC prototype set according to either
of the ‘A’ and ‘E’ rules. As a result, the size of the 1-NN classifier decreased while
the size of the LSC classifier increased during the adaptation. As a consequence, the
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classification decisions were increasingly determined by the latter.

The symbol string-based classifier used similar ‘A’ and ‘E’ rules as the LSC classifier
in adaptation. A notable difference between the two methods was that the prototype set
of the string-based classifier was initialized by using all samples in Database 1 instead
of aK-means-clustered subset. Also, the initial prototypes were never removed even
when they caused false recognitions.

9.3 Adaptation of Committee Decision Rules

We have used the principle of Dynamically Expanding Context (DEC) [4, 16] to im-
plement the adaptation of a committee classifier. This technique adds new decision
rules whenever the already existing rules fail to correctly classify an input character.
The new rules utilize more information on the outputs of the committee members and
are thus more specific than the original ones. The general principle of DEC can be
formulated as a set of production rules of the formx(A)y ! (B), whereA andB are
the input and output symbols, respectively, andx andy are the left and right contexts,
respectively, of the input symbol. The combined length of thex andy contexts deter-
mine the level of the rule. Each time a rule is found to be in conflict with the actual
transformation needed, a new higher-level rule is added. This new ruleis, due to the
increased amount of context involved, not conflictive.

The DEC principle has been somewhat modified for our current purposes inon-line
recognition of handwritten characters. In our setting, there are a set of individual DTW-
based classifiers for recognition of handwritten characters. The classifiers have been
first initialized and then ranked in the order of decreasing recognition performance.
These classifiers are then used to form a committee classifier and the modified DEC
principle is used to create the production rules for the committee. The outputs of the
member classifiers as well as the second-ranking recognition results from each of them
are used as one-sided context when forming the DEC rules.

Classifier #1

Classifier #2

Classifier #3

a! pab! qabc! rabcd! sDEC rulesmember outputs
1st 2ndabc def

Committee machine

recognition

Committee members

Figure 5:The basic setting of the DEC-based adaptive committee classifier.

Figure 5 displays a schematic diagram of the DEC-based adaptive committeeclassifier.
In the illustration, there are three member classifiers. The first rank outputs from the
classifiers are denoted bya, b, andc. Likewise, the second rank outputs are denotedd,e, andf , respectively.
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Each time a new character has been input to the system, the outputs of the member
classifiers are compared to the existing DEC rules. If no match is found, adefault
decision is applied. This default action can be, e.g. to use the first outputof the best
individual classifier. If one or more rules match the situation, the highest-level one, i.e.
the one with the largest context, is applied and the output symbol specified by the rule
is used. If the recognition result is then found to be incorrect, a new rule with more
context is included in the rule base. Eventually, as new DEC rules are being added, all
the available context information will be used by the rules. All error situations there-
after call for additional rules but the context cannot be expanded anymore. Therefore,
it is allowed that there exist more than one highest-level rule for a single context. In
this case, the number of correct applications is maintained for each rule. The rule with
the highest correctness value is then selected.

We experimented with some variations in the setting of the committee classifier. These
variations included: 1) The default rule for cases when there were no applicable rules
in the rule set was (a) to obey the opinion of the best individual classifier, or (b) to
perform majority voting among the members. 2) It could be demanded that in every
DEC ruleA ! x, x 2 A. This means that at least one of the symbols in the context
needs to be correct in order to produce a new transformation rule. In the opposite case,
this constraint was not enforced. 3) The size of the context could be madefixed. This
means that when the number of committee members was four and the context size
was fixed to four, the intermediate level two and three rules were not generated at all.
Instead, the level four rules were used right from the first error. Context sizes smaller
than four were also allowed. These selections reduced the actual number of committee
members. 4a) Either only the first-ranking outputs from the committee classifiers were
used, or (b) also the second-ranking results were utilized.

10 Results of Adaptation Experiments

This section summarizes the results of all the experiments made with adaptive recog-
nizers. The results are grouped in Table 4 so that in every group the first line shows the
results of a comparable nonadaptive classifier. Then, results with different adaptation
strategies or parameter values are shown for each recognition method. The recogni-
tion error rates shown have been obtained as the average of the results of the last eight
subjects in Database 2. Two error rates are shown. First thetotal error percentage mea-
sured for each writer during the whole test run, typically about 500 characters. This
figure reflects the initial error rate and, when compared with the nonadaptive results,
the speed of adaptation. Thefinal error rate was evaluated for the last 200 characters of
each writer. It thus gives better impression of the obtainable recognition accuracy after
adaptation. It was noted during the experiments that the writing style of some subjects
got rather poor during the last characters due to fatigue and lowered motivation. This
can also be observed in the results of some classifiers where thefinalerror rate is higher
than thetotal rate.

In the DTW experiments, suitable values for the parameters ofAdd(k), Inactivate(N ),
Lvq(�), andHybrid(�,k) strategies were selected by using data from the first sixteen
writers of Database 2 as a test set. The best results were obtained withAdd(k) strategy
whenk = 4, and withHybrid(�,k) strategy whenk = 3 and� = 0:3. The same value
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error rate % # of units
recognizer total final start end
DTW 14.1 14.1 273 273
DTW-Add(4) 3.1 1.8 273 453
DTW-Lvq(0.3) 9.9 8.6 273 273
DTW-Add(4)+Inactivate(3,0) 3.0 1.6 273 450
DTW-Hybrid(3,0.3) 4.2 2.5 273 278
DTW-Hybrid(3,0.3)+Inactivate(16,0) 4.3 2.8 273 278
SS(d=32,l=15) 26.1 27.1 8461 8461
SS-E(d=32,l=15) 15.2 13.4 8461 8549
SS-A(d=32,l=15) 10.5 7.6 8461 9041
1-NN(K=10) 39.0 42.1 390 390
1-NN-E(K=7) 22.0 19.0 273 346
1-NN-A(K=7) 16.1 11.2 273 796
LSC-E(K=10,D=4) 18.6 13.9 390 483
LSC-A(K=9,D=4) 13.5 8.1 351 895
majority voting 14.6 15.9 1 1
adaptive committee reference 14.5 15.0 1 1
DEC(b, inc, 2nd v) 11.6 11.3 1 41
DEC(b, inc, 2nd h) 11.7 11.8 1 16
DEC(v, 2nd v) 12.0 12.0 1 70
DEC(b, 2nd v) 11.1 11.1 1 64
DEC(v, inc, 2nd v) 12.5 12.0 1 46
DEC(v, inc) 12.9 13.5 1 18
DEC(b, inc) 12.7 13.4 1 17

Table 4: The results of all adaptive recognition experiments together with their non-
adaptive reference results. The last two columns show the numbers of prototypes or
committee rules before and after adaptation. All figures are averages of the results of
the last eight subjects in Database 2.

of � worked also best withLvq(�) strategy. Inactivate(N ) strategy did improve the
recognition accuracy only when it was applied withAdd(k) strategy. In that case, the
best value forN was 3. The best recognition result in the whole series of experiments
was obtained with DTW when adaptation strategyAdd(4) was used together withInac-
tivate(3,0). It can also be seen that the results of the DTW classifier are clearly superior
already in the nonadaptive case when compared with the other single classifiermeth-
ods. The superiority of the DTW-based methods is at clearest in the case ofthefinal
error rate.

We found out that the symbol string classifier produced its best results when usingd = 32 directions and the discretization distance ofl = 15. Using both the actual
length of the symbol and the corner detection technique proved to be beneficial for the
classification accuracy. The ‘A’ rule of adaptation produced only about one half of the
final errors the ‘E’ rule made. Further, the nonadaptive version’s error rate was approx-
imately twice that of the ‘E’ rule. As we could due to the computational lightness of
the symbol string classifier use the whole Database 1 as the user-independent initial
prototype set, it might be possible to obtain better nonadaptive andinitial recognition
rates if we would have more character samples to start with.
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In the LSC experiments we found out two facts: First, the two proposed stroke thicken-
ing methods for feature extraction performed equally well. Therefore it was reasonable
to use the first one as it was easier to implement and use. Second, LSC+ algorithm
did not perform better than the simpler LSC algorithm. For efficiency reasons, it was
then justified to use the latter. Therefore, Table 4 only displays results for the first
thickening method and LSC. The dimensionalityd of feature vectors was selected ex-
perimentally by decreasing it gradually from 64, which was the dimensionality of data
after the Karhunen-Loève transform. The best result with nonadaptive1-NN classi-
fier was obtained whend was 45. This value was then exclusively used. The optimal
value forK, the number of initial user-independent character prototypes per class, was
selected individually for each method between 1 and 10.

The table first shows the result for the nonadaptive 1-NN classifier andthen an adaptive
1-NN classifier when both the ‘E’ and ‘A’ adaptation strategies have been used. This
classifier was formed similarly to the adaptive LSC classifier, i.e. user-independent
prototypes were removed and user-dependent ones added. It can be seen that the LSC-
based adaptive classifier outperforms the adaptive 1-NN classifier in both the ‘E’ and
‘A’ cases. For both classifiers, the ‘A’ strategy seems to be better than the‘E’ strategy.
Also, in all cases the adaptive classifiers are clearly better than the nonadaptive one.
The numbers of final prototypes in the last column of the table are the sums of the
numbers of the remaining user-independent and the added user-dependent ones.

In the committee classifier experiments, we formed four individual classifiers which
were user-independent and nonadaptive. They all were DTW-based and formed all
combinations of theMassCentervs. BoundingBoxCenternormalization methods and
Normalized point-to-pointvs. Point-to-linedistance measures. Thetotal error rates of
the member classifiers varied between 15.0 and 19.7 percent. For the committee ex-
periment there are two reference results. First, a simple static majority-voting scheme
for the first-ranking member outputs. The second reference method was adaptive but it
used a very simple adaptation rule: A count of the number of correct recognitions was
maintained for each member classifier. Every input character was then classified ac-
cording to the opinion of that classifier which at that particular moment hadthe highest
success count. This lead to a sort of adaptive selection of the best single classifier for
each individual test subject.

A selection of best results with different variations of DEC settings aredisplayed in
the table. Notations ‘b’ and ‘v’ stand for best single classifier and majority voting,
respectively, as the default decision rule. The existence of ‘inc’ option indicates that
the output symbol was required to belong to the context in the rules.‘2nd v’ means
that the first-ranking outputs of all the member classifiers were used as the context
before using the second-ranking output from the best member. On the contrary, ‘2nd
h’ indicates that the second-ranking output of the best member was used before the
first-ranking output of the second best single classifier, and so on. Inall cases, it was
better to use expanding contexts than to fix the context size to some value between 1
and 8. It can be seen that the average number of resulting rules varies considerably
between the DEC variations. For example, with only 16 rules it was possible to obtain
the third best results. Generally, however, variations which produced more rules also
produced better results. All the DEC-based committees outperformed the nonadaptive
and adaptive reference committees. Also, all committees were superior to all the single
nonadaptive member classifiers.
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11 Implementation Issues

Until recently, the recognition system described above has been running onlarge-scale
UNIX systems with generous computational and memory resources. The existing sys-
tem has been used for both batch runs and on-line recognition testing successfully.
In order to collect experience on the use of adaptive on-line recognition, we are now
implementing the system in a real PDA.

Our testing equipment for this purpose is a hand-held device running Windows CE
on a MIPS R3000 processor with restricted memory and storage capabilities. Due to
the limited computation power, some modifications have been made to therecognizer
system. Most significant alterations necessary for the portable implementation include
a drastic cut-down in floating-point calculations, which due to the lackof a specific
floating-point unit are extremely cumbersome in the small-scale platform. The DTW-
based recognition routine was altered to function fully by integer calculations, resulting
in a more than ten-fold speedup for the actual recognition routine at negligible cost to
recognition accuracy.

Also the need to investigate specific speed-optimization approaches to the DTW-based
Point-to-pointdistance measure primarily used in the recognition system arose from
these difficulties. The studied speed-optimization approaches included a method to pre-
dict the final cost of the match at the start of the calculations, using a pre-classification
algorithm comparing the lengths of the strokes to be matched, and usingstricter conti-
nuity rules in the DTW algorithm. All of these approaches seem to be able to produce
notable gains in speed while impairing the recognition accuracy of the system very
little. Still, the actual implementation in the smaller platform is yet to be tested. Cur-
rently, the implementation seems promising, as the recognition accuracy is at the same
level as in the large-scale platform and the recognition speed is also approaching an
acceptable level.

12 Conclusions and Future Directions

In this paper, we have demonstrated that there exist various ways to createadaptive
recognition systems for on-line handwriting. In all experiments, adaptation was able
to increase the accuracy of recognition. As a whole, the results obtained with methods
based on the Dynamic Time Warping classifier were superior to others. It canbe stated
that DTW was the only technique that yielded average final error rates low enough to be
acceptable in a real-world PDA application. The average final error rate of 1.6percent
can also be considered as negligible compared to the probability of typing errors and
spelling mistakes. Still, as the DTW approach is computationally more demanding than
its competitors, there may exist situations where some other method has to be selected
due to implementation constraints.

Adaptive committees may prove to be a useful classification technique, if 1)we can
find a set of member classifiers which individually have sufficiently low error rates,
and 2) the errors of the member classifiers are mutually uncorrelated enough.In our
current experiments, the members of the adaptive committee were all based onthe
DTW classifier. Therefore, their errors were supposedly too dependent. Also, the com-
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mittee members could be adaptive classifiers by themselves. Such a doubly-adaptive
system may, however, turn out to be somewhat instable.

Currently, we are implementing the system in a palm-size PC. It will be used in collect-
ing new data and performing usability evaluations. Meanwhile, we are running anal-
yses on the sensitivity of different adaptation strategies to erroneoustraining samples.
More advanced methods for detecting erroneous data and recovering the system from
the effects of bad learning samples are being devised. Also, we are experimenting with
new techniques for implementing the adaptation. These should allow theadaptation
process to automatically become inactive and active again depending on the changesin
the system’s performance.
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