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Abstract

The purpose of this paper is to summarize our work on adaptivéne recog-
nition methods for handwritten characters. Reports on tbkwave been pub-
lished in various conference proceedings and book chaptergach publication
covers only some specific part of our work, it is hard to seenthele picture and
get a good overview of the whole work. Instead of trying tolaipin detail all
the techniques and experiments, we compare them with eaeh and give more
general results.

By adaptation we mean that the system is able to learn newngstyles and
thus improve its performance. We have had two different@ggires to the adapta-
tion: experiments have been carried out with both indiviiguedaptive classifiers
and adaptive committees of static classifiers.

The main techniques applied in our work include thblearest Neighbor and
the Local Subspace Classification rules, Dynamic Time Wdgrand Levenshtein
distances, Learning Vector Quantization, and Dynamidadganding Context.

1 Introduction

Since 1997 we have studied methods for adaptive on-line recognitisnlated char-
acters [10]. A hypothetical application in our minds has been a portahtaldigsistant
(PDA) into which all input would be entered with a stylus. Such aeysshould be
capable of decent recognition of any user’s writing right from the b@gmand still be
able to increase its accuracy during use. In our view, the adaptation cédbgnizer



should take place unnoticed by the user, i.e. simultaneously withy#ters’s normal
use.

In this paper, we summarize all our experiments and experiences this &ction 2,
we first give a short overview of the recognition system. Then, ini@ext3 and 4
we describe the data used and the preprocessing and normalization stages iappl
all experiments. Section 5 addresses the feature extraction methods evetitized
and Section 6 the different classification techniques we have applied. Tioeivar
dissimilarity measures used in the Dynamic Time Warping (DTW) classdfie then
analyzed in more depth in Section 7. As our recognition system is usepémdent
and adaptive, the formation of the initial prototype set and its mzatitin during the
on-line adaptation stage are essential to the operation. These questi@addressed
in the next two sections. Finally, we summarize our results untit moSection 10,
consider some implementation issues in Section 11, and have a lookfatuwrerplans
in Section 12.

2 General Overview of the System

The recognition system used in our experiments is based on various ébtemplate
matching. It consists of one or more separate classification units whicpare input

characters with their own prototype sets. If more than one classificatibane used
simultaneously, they form a committee classifier. The recognitiolesyss adapted to
the new user’s writing style either by adding, inactivating, or riadg the prototypes
in the individual recognizers, or by adding new, more detailed decisitas iin the

committee classifier. These two forms of adaptation can be carried outaireatlisly
or sequentially.

Adaptation

User Interface

Figure 1:Architecture of the handwriting recognition system.

The overall architecture of the recognition system is illustrated imrd€id. The in-
formation flow begins at the data collection device and goes througtrépeocessing
and normalization units before it reaches the recognition unit. The rémyonit
is adapted according to validated recognition result which is the outpgbeafystem.
Figure 2 describes the recognition unit in more detail.

Various classification techniques have been experimented with. Thesedr2iud
namic Time Warping, matching of symbol strings, and non-parametiistcal clas-
sification based on thie-Nearest Neighbor rule and the Local Subspace Classification
rule.
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Figure 2:Architecture of the recognizer unit.

The recognition system is adapted on-line and in a self-supervisedfiagfie correct
classes of the input characters are deduced from both the recognition esglilise
user’s actions. The initial prototype set of each classifier is formed Isyaring char-
acter samples written by several subjects. Therefore, it covers multigiagwtyles
already at the beginning of the use.

Completely new writing styles can be learned quickly when characters inptiteby
user are added into the prototype set as such. In addition, the gxistitotypes can
be gradually reshaped so that they better represent the user’s styletinfwiThis
adaptation is carried out with an algorithm based on Learning Vector Quaotizati
(LVQ) [5]. Prototypes which are confusing and are therefore more hathen useful
can be inactivated.

The decision rule of a committee classifier is initially as simple as ntgjeoting.
New decision rules are produced according to Dynamically Expanding GqREL)
principle [4, 16]. This technique adds new decision rules whenevesdiséing rules
fail to correctly classify an input character. The new rules utilize morerinétion
on the outputs of the committee members and are thus more specific éhangimal
ones.



Database| Subjects| Left-handed| Females| Characters
DB1 22 1 1 ~ 10400
DB2 24 2 10 ~ 29300

Table 1:Summary of the databases used in the experiments.
3 Data

All character data were collected with a pressure sensitive Wacom ArtPad et tabl
attached to a Silicon Graphics workstation. The resolution of the tabE0 lines

per millimeter and the sampling rate is at maximum 205 data points perdetbe

loci of the pen point movements consist of theandy-coordinates, pen’s pressure
against the writing surface, and time stamp. The writing area was a reztahgjze

50 mmx 20 mm placed at the center of the tablet. The characters were written one at
a time. Writers were advised to use their natural handwriting style daleewas saved

in UNIPEN format [2]. Important details of the databases are summariZEabile 1.

Database 1 consists of characters which were written without any visual feedtteck
pressure level thresholding the pen movements into pen up and pen dovements
was set individually for each writer. The distribution of the classes, @&-Z, &, a, 0,

A A D 09C()L+-%$%$ @!72:. and,) was somewhat similar & ¢ii the
Finnish language. Database 2 was collected with a program which showed tihagqeen
on the screen and recognized the characters on-line. The minimum writirsy présr
showing the trace of the pen on the screen and detecting pen down movemetiits was
same for all writers. The distribution of the character classes (a-z,8Z,5A, A, O,

and 0-9) was nearly even. None of the writers of Database 1 appeared in Database 2
Database 1 was used for forming the initial prototype set and Databaseusadas a
test set.

4 Preprocessing and Normalization Methods

Prior to the classification and adaptation phases, the input characters neegrs b
processed and normalized. Naturally, the characters included as prototylpesias-
sifiers need to be similarly processed so that they are comparable withptltechar-
acters. The preprocessing operations applied in our work are very simihleyasere
mainly used for finding a suitable sampling method and frequency tfoD§mamic
Time Warping type classifier.

As the first task, characters are always preprocessed with an operationNaled
plicatePoints(NDP) so that the sequential data points having same coordinate values
are merged into a single data point. The sampling frequency can be altihetvey
operations: 1Pecimatén) (Dec keeps everyr( + 1)th data point and abandons the
intermediate ones, 2hterpolatgn) (Int) interpolates: equally spaced points between
every original data point pair. The former operation reduces both sagmte and

the amount of information in the data. The latter operation only increhsesampling

rate as the data points added do not contain any additional dynamic atformand



are slightly misplaced from the actual smooth path of the pen. The datts gan al-
ternatively be made spatially equidistant wiitienlySpacedPoir($) (ESP operation,
whered is the desired distance between the adjacent points.

The unknown character and the prototypes are moved into the same locatioat s
they can be properly matched. This is carried out by moving their centetspoithe
origin of the coordinate system. The normalization methMagsCente(MC) moves

the mass center of the character to the origin and the normalization mthudling-
BoxCentel(BBC) does the same to the center of the bounding box. The size variations
in the characters are normalized with an operator cledlaxScaling MMS) which
scales the size of the character so that the length of the longer side @iithdibg box

is the same for all characters. The aspect ratios of the characters remain unchanged.

Section 7.1 presents a quantitative comparison between different cornbmafithe
described preprocessing and normalization methods when used togethearnitisv
dissimilarity methods in the DTW classifier.

5 Feature Extraction Methods

With DTW classifier, no feature extraction methods were used as the matehmg
done to the coordinate sequences resulting from the preprocessing ramaliration
operations. The symbol string-based and LSC classification methdmsdescribed in
more detail in Sections 6.2 and 6.3, required specific feature extraction Sthe used
features were symbol strings of pen direction for the modified Leveirshistance-
based classifier and principal components of thickened stroke images of thetehar
for LSC classification.

5.1 Symbol Strings

Pen traces were transformed to directional symbol strings for classificaidor to
the actual formation of the symbol string, all strokes in the charactez jpared. At
this point, information on where the pen was off the tablet was stdrbd.characters
were normalized using thBoundingBoxCenteand MinMaxScalingoperators. This
resulted in a centered and scaled one-stroke character in a«1000-sized box with
the pen-up points marked.

The discretization of the character was performed by setting a minimunhlérost

each directional symbol and following the pen-trace until this distaree neached,

the trace ended, or a pen-up point was encountered. Then, the directierrestiting

vector was calculated and quantized to one of a predetermined number of values. The
numberd of directions was varied from 4 to 32. The parts of the character with the pen
up were marked with single symbols having values different fromethvaigh the pen

down.

Two approaches to using length information were experimented with. fildtevas
to set for each direction symbol a default length which was the assigneétifiation
distance. The second approach was to store the actual length of the coriagpioed



segment together with the direction symbol. Also, a corner detectiohadgtwhich
was most sensitive to changes near the center of the character, was appliednd his k
of corner detection approach is most useful due to the fact that the begiand end
parts of handwritten characters are often written less carefully and thus rcdegai
information than the central part.

5.2 Thickened Strokes

In order to form feature vectors of fixed dimensionality and thus swtidyl straight-
forward statistical classification, we devised two feature extraction adstfi7]. In
these approaches, information about the time sequence of the strokésised at all.

In the first version, the straight lines connecting the measugegoints were thick-
ened to the width o2r units in a coordinate system where the image was centered in a
1024x 1024-sized frame. The thickening process was carried out by drawing fitled ci
cles of radiug along the path of the stylus. The original frame was then downsampled
to the size of 3232 by averaging. Figure 3(a) displays a handwritten character ‘d’
first in its original form as a sequence of coordinate points connectetldigts lines.
Figure 3(b) illustrates the same character after downscaling the thickenkd.sThe
particular value of- = 50 has been used. The effect of the averaging in downsampling
can be observed as grey shades around the character boundary.

LA

@ (b) (© (d)

Figure 3: Handwritten ‘d’ in various forms: (@) original points connectedtwlines,
(b) thickened image in 3232 frame, (c) vertical direction image, and (d) horizontal
direction image.

In the second variation, two 3232-sized images were created instead of one. The
directions of the lines connecting the sampled pen positions were usedlitisred
information when creating the images. In the first one, illustrated gl 3(c), the
vertical component of the direction of pen movement was used in thickerergtin.
The filling value was obtained a§ = sinf wheref is the line direction in polar
coordinates. Likewise, the horizontal pdft = cosd was used in the second image
as depicted in Figure 3(d). In both illustrations, white represeositige and black
negative values, respectively.

The feature extraction process was in both cases continued by concatenapingthe
values of the grey-scale images. This gave rise to 1024-dimensiatatpvectors in
the former and to 2048-dimensional vectors in the latter case. The covamiatide of
the training data set was calculated after feature extraction. The first 64eaers of
the covariance matrix were used in projecting the pattern vectors to ant@hdional
feature space using the Karhunen-Loéve transform (KLT).
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6 Classification Techniques

For the classification of handwritten characters, we have used variousdeehni
These include Dynamic Time Warping (DTW), symbol string matchamg statistical
classification of fixed-length feature vectors extracted from the character imbhges
addition, we have used committee classifiers which have been formedHeoabbve
types of individual classifiers.

All the classification techniques have been adaptive. In the case of indivitassi-
fiers, this has been realized by adding or modifying the prototypes uskd biassifier.
In the committee classifier, the adaptation has been implemented by addimtgoew
sion rules whenever the existing ones have been unable to producertet cecogni-
tion result. The classification techniques are addressed in more detal fiollttwing
sections. Later in Section 9, the implementation of adaptive behavior inafable
classifier types is elaborated.

6.1 Dynamic Time Warping

Elastic matching performed with the DTW algorithm is a nonlinear magmethod
originally used in speech recognition. It was developed at the begifihg70s and
was introduced as a method for recognition of handwriting in the laf@4.9Dynamic
Time Warping can be used in comparison of all kinds of continuous fomstof a
continuous parameter, typically time. It is based on the idea that the spakd o
process underlying the function can vary. The effects of these variatiofecanitted

in the comparison of two functions if the parameter axes of the funciomsvarped.

In this case, warping means compressing and stretching of the parameter axgs local
In practice, the functions which are originally continuous are converteddiscrete
sequences by sampling [15].

In our work, we have used the DTW algorithm for nonlinear curve matehClassifi-
cation is carried out by first evaluating the dissimilarity measures bettheamknown
character and all the prototypes and then applyind:ti\earest Neighbor rule [1]. In
the current implementation, the prototypes are pruned according tontneiber of
strokes prior to the matching phase. As a result, only characters wittathe number
of strokes are matched. In addition to pruning, the prototypes aerexdased on
the locations of the starting and ending point of the first strokees€hwo techniques
improve the efficiency of finding the nearest prototypes for the inpatacter.

The dissimilarity measures based on the DTW algorithm and used in okr ave
described briefly in Section 7 and in detail in [17]. Section 9.2 describesusways
how the adaptation of the DTW classifier has been implemented in our studies.

6.2 Modified Levenshtein Distance

The distance measure for the symbol strings was based on the Levendistei
tance [12]. This distance measure allows three kinds of operationsacespénts,
removals and additions. Each of these can be assigned a specific cost fuimctian.



experiments, this distance measure was somewhat modified so thatatitormegard-

ing the neighboring symbols was also used in determining the costsa €ost for
alteration of symbols referring to input with the pen off the tablet mlas added. This
modification helps to preserve the information available in the waigstroke-based
structure. The cost was also dependent on the lengths of the symboldentyémin-
formation was used. Based on these costs, the actual distance between characters was
calculated with a dynamic programming algorithm [15].

6.3 Local Subspace Classifier

The Local Subspace Classifier (LSC) method [6] models the distribatidhe pat-

tern classes in a nonparametric fashion by using existing prototgpsgan lower-
dimensional local subspaces in the feature space. Instead of measuring dittances
the discrete prototypes, as with theNearest Neighbork-NN) classification rule, the
distance is now defined between the input sample and the linear manifoldtrieares

When calculating the distance between input vegtand pattern clasg, theD + 1
prototypes belonging to clagand nearest tg are first searched for. H-dimensional
linear manifoldC; of the d-dimensional real space can then be spanned by these pro-
totypes. Wherx is projected orthogonally onto this manifold, a residual veatpr
results. The classification of is then performed according to the shortestamong
classeg = 1,... ,C whereC is the number of classes. In any case, the residual length
from the input vectok to the linear manifold is equal to or smaller than the distance
to the nearest prototype, i.8X;|| < ||x — my;||. It can be seen that the LSC method
degenerates to the 1-NN rule wh&n= 0.

In a modification of the basic LSC method, named the Convex Local Sub§pase
sifier (LSC+), it is required thak is projected onto a convex subspace spanned by
the prototypes. If the orthogonal projection does not fulfill thimdition, prototype
vectors are iteratively removed from the basis and the projection recalculaibdru
orthogonal projection to a convex subset of the nearest prototypesris f An inter-
ested reader can find the details in [6].

6.4 Committees

Instead of single classifiers, a committee classifier can be used [8]. Tihgt®of a set

of classifiers are combined in a committee machine which makes the final clagsificat
decision according to its internal rules. The most simple rule is tloparmajority
voting among the member classifiers and output the most voted classm@justy-
voting action may be seen as only a default rule for combining the inMteen this
simple rule fails, adaptation takes place. In our experiments, the adsples been
implemented by the use of the Dynamically Expanding Context (DE®cime of
Kohonen [4, 16] described in detail in Section 9.3.

In our system, the context upon which the rules operate is formed tfhenset of
outputs from the committee members. First, the members are ranked ardlr of
individual recognition accuracy, and second, more than one classificatiputdtom

each member can be examined. When using more than one output from each member
classifier, the context can expand in two different ways.

8



7 DTW Dissimilarity Measures

We have performed experiments with six dissimilarity measures baste ®@TW al-
gorithm. The main difference between the measures is the associated costluhigat
a data point. The DTW algorithm finds the optimal matching of the datats which
corresponds to the minimum sum of the costs and satisfies the bowamhcpntinuity
conditions. The continuity condition common to all the dissiniffameasures requires
that all the data points are matched and in the same order as they have lthezedro
The dissimilarity measures are defined on stroke basis. Connected pimsdsawn
curve in which the pressure between the pen and writing surface exceeds agjive
are considered as strokes. In case of all but one dissimilarity measutgguhdary
conditions ensure that the first and last points of two strokes are ath&gainst each

other.
Stroke 2\

Stroke L %>

Figure 4:0Optimal matching of data points found by the DTW algorithm.

The dissimilarity measures are callBdint-to-point(PP), Normalized point-to-point
(NPP), Point-to-line (PL), Normalized point-to-lingNPL), Kind-of-area (KA) and
Simple-areg SA distancesPP-distance uses the squared Euclidean distance between
the data points as a matching cost. The optimal matching of two strekiassirated

in Figure 4 forPP-distance. In the case ®L-distance, the data points are matched to
lines interpolated between the data points. Therefore, the boundaryioasdipplied

with the other dissimilarity measures cannot be used. Instead of matti@riigst, or

the last, data points against each other, only one of them is matched agaitiset
connecting the other one to its neighboring data poleP- and NPL-distances are
otherwise similar td®P- andPL-distances, respectively, but the sums of the matching
costs are divided stroke-wise by the number of matchings. Due taottmeatization, a
pairs of long and short strokes have equal contributions to thedistance. In addi-
tion, the increase in the dissimilarity measure caused by different datbhgensities

of the strokes is reduce&A-distance also matches data points against data points but
the Euclidean distances from the matched data points to their neighllatiagoints

are considered tocSAdistance uses the area between the strokes approximated with
triangles or quadrilaterals as the matching cost. These two distances ntbasarea

left between the matched strokes and are therefore more sensitive to tes shpe
strokes than their data point densities. All the DTW-based dissiityilareasures are
described in full detail in [17].



Dissimilarity measure Dec NDP| MMS MC | Eae%
Point-to-point 2 o o o 15.9
Point-to-line o o . 17.1
Normalized point-to-point 1 . o . 16.1
Normalized point-to-line | 2 . . . 17.1
Simple-area . . . 29.8
Kind-of-areq1,0) 2 . o . 18.3

Table 2: The summary of best recognition results for all the DTW-basedhulissity
measures. NotatioR,, stands for the average recognition error rate.

7.1 Comparison

The most suitable combination of preprocessing and normalization deethelding

the lowest recognition error was selected separately for all the DTW-basauitasity
measures. These selections were carried out in the following way: 1) thetype

set was formed from the characters of Database 1 with a semiautomatic clysterin
algorithm and each class was represented by seven prototypes, 2) the tegdtidetin
the lower case letters and digits of the eight first writers of Databagel®; 8ecognizer
consisted of a single, nonadaptive 1-NN classifier, 4) the combinatmuping the
lowest recognition rate for all the writers on the average was selected.

OperationsNoDuplicatePointandMinMaxScalingwere found to be beneficial for all
the dissimilarity measures. The former operation removes data polvith \do not
contain any additional information on the shape of the character but are céoised
example, by the hesitation of the writer. The latter operation improgedgnition
rates because the writers were allowed not only to use their own writiteglaut also
to write the characters in any size they preferred to. The selection of thericent
method was also straightforward BessCenteoperation yielded better results than
BoundingBoxCenteoperation for all but one writer.

The experiments showed that neitlt&renlySpacedPointsor Interpolateoperation
were able to improve the average recognition accuracy. The former opeages all
the dynamical information on the writing process such as the velocitaereleration
of the pen point which are implicitly contained in unevenly distrédzltlata points.
The latter operation was quite useless as the original data points wepéegawith

a frequency high enough. Therefore, the best average recognition resuithtained
with Decimateoperation or with no additional preprocessing at all.

The results of the experiments are summarized in Tables 2 and 3. The béatatiom

of preprocessing and normalization methods and the corresponding avecagei-
tion error rate are shown for each DTW-based dissimilarity measure i Pablote
that these are just base-line error percentages, meant solely to compaeptioeess-
ing and normalization. With adaptation, the results improve significas will be
seen in Section 10. From Table 2 it can be seen that dissimilarity meBsinteto-
pointand the normalized version of it yielded clearly lower average recognition err
rates than the other measures. According to TabRoBit-to-pointwas also the best
choice for a dissimilarity measure in case of all but one writer. Howétvghould be
noticed that the variation in the recognition accuracy between the writersigri§i-
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Writer | PP NPL| Dec Int NDP| MMS MC BBC| E%
DB2:7 | o 3 ° ° ° 5.7
DB2:6 | o 4 ° ° ° 5.8
DB2:4 | e 2 ° ° ° 11.2
DB2:3 | e 1 . . . 12.2
DB2:8 | e 1 . . . 16.6
DB2:1| e 1 ° ° ° 17.8
DB2:2 ° 1 ° ° ° 19.0
DB25 | o 6 ° ° . 24.8

Table 3:The best combination of the DTW-based dissimilarity measueprpcessing,
and normalization method for each writer. Notatiéistands for the recognition error
rate.

cant. In addition, selection of a good parameter valu®frimate which was the best
preprocessing method for the clear majority of the writers, is a wrégpeddent task.

According to the result of these experiments, the best average recogesilt for sev-
eral writers can be obtainedfoDuplicatePointsoperation followed bypecimat¢2)-
operationis used as a preprocessing method, characters are normaliZei¢hivitixS-
caling- and MassCenteioperations, and the dissimilarity measureP@int-to-point
These settings have been used in the adaptation experiments whose aesydte-
sented in Section 10.

8 Creation of Prototype Sets

Depending on the computational requirements of a classification algoiithmy be
necessary that only a subset of the available training data is usedimemedognition.
If such a case, a special prototype set needs to be extracted from the tuftelkigt-
ing character data, e.g. with clustering [3]. In our work, the protosgis have been
formed by first clustering character samples of Database 1 written by seviejedtsu
and then selecting the middlemost items of the clusters to present tlesponding
styles of writing. We have experimented with three different algani for the cluster-
ing task.

The first clustering algorithm is semiautomatic. It starts with onstelucontaining all
the samples. The clusters are split until a predefined count is reacheduifibemnof
different writing styles per character class and stroke number variation wasatty
examined. This clustering algorithm was used to create the sets for thedzBsifiers.
In these runs, the number of prototypes was the same for every classlyrseven.
The number of clusters per stroke number variation was selected so thaglity@or-
responds to the respective share of all the writing styles of that char@bgalgorithm
is explained in detail in [11].

The second clustering algorithm utilizes the opposite approach. Atggening of
the algorithm, there are as many clusters as there are character sampleshdéext, t
two cluster whose middle items are the most similar are merged and tieniiem

11



of the new cluster is found. Then again, two clusters are merged intaxansimilar

way. The algorithm continues until there is only one cluster left. Béeefit of this
algorithm is that it does not require any prior information on thenbar of writing

styles. In all stages of the algorithm, the user can check if all the centeriiggresent
writing styles different enough and decide whether the merging sheuitbpped.

The first two clustering algorithms were compared by creating equally-pizadtype

sets with each. Database 2 was then used to evaluate the recognition accuracy of th
DTW classifier with both prototype sets. This experiment showed Heaietwere no

real differences between the two clustering algorithms. The recognitiollsesemed

to be more dependent on the data than the algorithm used in the clggievtess.

The third clustering technique used was the traditidtiaheans algorithm [13, 14]. It

was used to form the initial user-independent 1-NN classifier needed inS@eelx-
periments. A set of typical representatives for each character class were selected with
it. The value forK was varied in the experiments between 1 and 10, thus resulting to
prototype set sizes between 39 and 390. In the symbol string-based itewgghe
computational requirements were lowest. Therefore it was feasible tdhesentire
Database 1 as the prototype set and a special prototype extraction phasmeess-

sary.

9 On-line Adaptation Techniques

The key feature of our recognition system is its ability to adapt tovawigting style.
This can be achieved in two fundamentally different ways. Adaptation isechotit
on-line either by modifying the prototype sets of the separate filzegt#dn units or
the decision rule of the committee classifier. The adaptation procespésvised
without any direct interaction with the user. Instead, the correct classié® afiput
characters are inferred from the recognition results and the user’s redctitiesn. In
the following sections, such a supervision scheme together withsthreinterface, and
adaptation strategies both for prototype sets and decision rules ariéddscr

9.1 Supervision of Adaptation

We assume that the device in which an on-line character recognition syashehn
implemented has an input subprogram with the following propertigbigut charac-

ters are written into the desired positions on the display. Alterelgtithe user first
selects the input position by pointing it with the pen and then wtitesharacters into

a special writing area. 2) Handwritten characters are recognized and replaced by the
machine-printed recognition results right after they have been inguRe8ognition
errors and writing mistakes are corrected by inputting a new character af thp
machine-printed character. The recognition result of the latest input chaimeter
sumed to be the correct class for all the characters drawn into the samierpoEfte
validation unit of the recognition system (see Figure 1) takes careedftieling of

the input characters according to this assumption. 4) All input characesta@ed.

5) The adaptation is carried out character by character after a whole text sequence, fo
example a line, has been accepted by the user.

12



As recognition errors and writing mistakes are corrected in the same wapeeus
learning situations of three types can take place. First, the user may tice ad
the recognition errors or does not care to correct them. Second, if the agesm
writing mistakes and corrects them, some of the learning samples witidoerectly
labeled. Third, carelessly written and thus atypical or malformed charactens bag
used as learning samples. However, there were no malformed learning samples i
experiments as the data had been manually examined and cleaned.

9.2 Adaptation of Prototype Sets

With the DTW-based classifiers four different prototype set adaptatiategies have

been applied. They are namedfald, Inactivate Lvg, andHybrid [17, 18]. Adaptation
strategyAdd(k) examines the classes of therototypes nearest to the input character.
The classification is carried out according to th&lN rule. The input character is
added to the prototype set if any one of these prototypes belongsrting wlass, even

if the classification was correct. Adaptation stratéggctivat€ V) is used for inacti-
vating those prototypes which are more harmful than useful. After eackymiom,
Inactivatestrategy checks if the prototype nearest to the input character has been the
nearest one at leadf times and whether its class has been incorrect more often than
correct. In that case, the prototype is removed from the set of activetype

When a character written by the user is basically similar to a prototypgeeoddrrect
class, for example it has the same number and order of strokes, bugtafystlifferent
shape, the existing prototype can be reshaped instead of adding theclgvacter
to the prototype set. This can be performed with an adaptation stratdggt lcad|a)
based on a modified version of Learning Vector Quantization (LVQ) [5, &aRetety
controls the degree of reshaping. If the valuexa$ near to zero, the nearest prototype
is reshaped only slightly. With larger values@fthe modifications to the prototypes
have more effect. Adaptation stratebgybrid(a,k) combines theAdd(k) and Lvg(«a)
strategies. Thé nearest prototypes are examined. If any one of them belongs to
the same class as the input character, the nearest prototype is modifidd/ggitf).
Otherwise, the input character is added to the prototype set.

In the Local Subspace Classifier experiments we started with a user-irtbepen
NN classifier created from Database 1 with tkiemeans algorithm. For each writer,
the user-dependent LSC prototype set was initially empty. The adaptdttbe LSC
classifier was then performed according to two distinct rules controliagrtclusion
of the input character into the classifier. The ‘E’ rule stated that theotyee was
added only if the LSC classifier had misclassified the input. The ‘A’ fateed the
addition of every input character. Every input character was classified withthet
user-independent 1-NN classifier and the adaptive user-dependent LSCerlashiéi
joint classification decision of the two was given by the one with gnatistance to
either to the nearest prototype or the nearest local subspace, respectivislyvash
possible as the both types of classifiers are based on the Euclidean distgrice and
measure the residuals in same units. If the class provided by the 1ddhifetr was
incorrect, the corresponding prototype in tRemeans-initialized prototype set was
removed. The input character was added to the LSC prototype set accordititeto ei
of the ‘A’ and ‘E’ rules. As a result, the size of the 1-NN classifier deczdashile
the size of the LSC classifier increased during the adaptation. As a consegthen
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classification decisions were increasingly determined by the latter.

The symbol string-based classifier used similar ‘A’ and ‘E’ rules as tB€ klassifier
in adaptation. A notable difference between the two methods was that tiotypeset
of the string-based classifier was initialized by using all samples in Datdbastead
of a K-means-clustered subset. Also, the initial prototypes were never ssheawen
when they caused false recognitions.

9.3 Adaptation of Committee Decision Rules

We have used the principle of Dynamically Expanding Context (DEC)] to im-
plement the adaptation of a committee classifier. This technique adds nesiodeci
rules whenever the already existing rules fail to correctly classify ant iciparacter.
The new rules utilize more information on the outputs of the cottemimembers and
are thus more specific than the original ones. The general principle 6f &2 be
formulated as a set of production rules of the fartal)y — (B), whereA andB are
the input and output symbols, respectively, anandy are the left and right contexts,
respectively, of the input symbol. The combined length ofisttendy contexts deter-
mine the level of the rule. Each time a rule is found to be in conflithwhe actual
transformation needed, a new higher-level rule is added. This nevisiudee to the
increased amount of context involved, not conflictive.

The DEC principle has been somewhat modified for our current purposesline
recognition of handwritten characters. In our setting, there are a setieiinal DTW-
based classifiers for recognition of handwritten characters. The classifierdban
first initialized and then ranked in the order of decreasing recognition qpeaface.
These classifiers are then used to form a committee classifier and the modifizd D
principle is used to create the production rules for the committee. Witpauts of the
member classifiers as well as the second-ranking recognition results fromféemo
are used as one-sided context when forming the DEC rules.

Committee members Committee machine
member outputs DEC rules
1st 2nd
e — a—p
Classifier #1 a d e ab — g
abc — r
B abed = 8 | recognition
Classifier #2 b e oo . —
Classifier #3 c f

Figure 5:The basic setting of the DEC-based adaptive committee classifier.

Figure 5 displays a schematic diagram of the DEC-based adaptive cometattsifier.
In the illustration, there are three member classifiers. The first ratgutsufrom the
classifiers are denoted lay b, andec. Likewise, the second rank outputs are denated
e, andf, respectively.
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Each time a new character has been input to the system, the outputs of theemem
classifiers are compared to the existing DEC rules. If no match is fouddfaault
decision is applied. This default action can be, e.g. to use the first coftplg best
individual classifier. If one or more rules match the situation, tighést-level one, i.e.
the one with the largest context, is applied and the output symiecifggd by the rule
is used. If the recognition result is then found to be incorrect, a ndsvwrith more
context is included in the rule base. Eventually, as new DEC rules arg aéded, all
the available context information will be used by the rules. All egituations there-
after call for additional rules but the context cannot be expanded anymioeeefore,
it is allowed that there exist more than one highest-level rule fangles context. In
this case, the number of correct applications is maintained for each rule. [Eheittu
the highest correctness value is then selected.

We experimented with some variations in the setting of the commitéesiiler. These
variations included: 1) The default rule for cases when there were no afplicéds

in the rule set was (a) to obey the opinion of the best individual flessor (b) to
perform majority voting among the members. 2) It could be demandedrtteatery
DECruleA — z, z € A. This means that at least one of the symbols in the context
needs to be correct in order to produce a new transformation rule. Ipgusive case,
this constraint was not enforced. 3) The size of the context could be fixade This
means that when the number of committee members was four and the context size
was fixed to four, the intermediate level two and three rules were not gedexgall.
Instead, the level four rules were used right from the first error.t&arsizes smaller
than four were also allowed. These selections reduced the actual number ofttmmi
members. 4a) Either only the first-ranking outputs from the coremittassifiers were
used, or (b) also the second-ranking results were utilized.

10 Results of Adaptation Experiments

This section summarizes the results of all the experiments made with\adlegatog-
nizers. The results are grouped in Table 4 so that in every group thigrshows the
results of a comparable nonadaptive classifier. Then, results withatiffadaptation
strategies or parameter values are shown for each recognition method. Thei+ecog
tion error rates shown have been obtained as the average of the reshédastteight
subjects in Database 2. Two error rates are shown. Firsbtakerror percentage mea-
sured for each writer during the whole test run, typically about 500 chamacthis
figure reflects the initial error rate and, when compared with the nonadapsults,

the speed of adaptation. Tfieal error rate was evaluated for the last 200 characters of
each writer. It thus gives better impression of the obtainable recogm@itiouracy after
adaptation. It was noted during the experiments that the writing sfy$ome subjects
got rather poor during the last characters due to fatigue and loweredatiartiv This

can also be observed in the results of some classifiers whefiedherror rate is higher
than thetotal rate.

In the DTW experiments, suitable values for the parametefgidfk), Inactivateg V),
Lvg(a), andHybrid(a,k) strategies were selected by using data from the first sixteen
writers of Database 2 as a test set. The best results were obtainedddfff) strategy
whenk = 4, and withHybrid(«a,k) strategy whert = 3 anda: = 0.3. The same value
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error rate %

# of units

recognizer total final start end
DTW 141 141 273 273
DTW-Add(4) 3.1 1.8 273 453
DTW-Lv((0.3) 9.9 86 273 273
DTW-Add(4)+Hnactivatg3,0) 30 16 273 450
DTW-Hybrid(3,0.3) 4.2 25 273 278
DTW-Hybrid(3,0.3)4Hnactivat¢16,0) 4.3 28 273 278
SS@=32]=15) 26.1 27.1 8461 8461
SS-E(l=32/=15) 15.2 13.4 8461 8549
SS-A(d=32]=15) 10.5 7.6 8461 9041
1-NN(K=10) 39.0 421 390 390
1-NN-E(K =7) 22.0 19.0 273 346
1-NN-A(K=7) 16.1 112 273 796
LSC-E(K=10,D=4) 186 139 390 483
LSC-A(K=9,D=4) 13.5 81 351 895
majority voting 146 15.9 1 1
adaptive committee reference 145 15.0 1 1
DEC(b, inc, 2nd v) 116 11.3 1 41
DEC(b, inc, 2nd h) 11.7 11.8 1 16
DEC(v, 2nd v) 12.0 12.0 1 70
DEC(b, 2nd v) 111 111 1 64
DEC(v, inc, 2nd v) 125 120 1 46
DEC(v, inc) 129 135 1 18
DEC(b, inc) 12.7 134 1 17

Table 4: The results of all adaptive recognition experiments together withr than-

adaptive reference results. The last two columns show the numberstotypes or
committee rules before and after adaptation. All figures are averafjfeagesults of
the last eight subjects in Database 2.

of a worked also best witlh.vg(«) strategy. Inactivatg N) strategy did improve the
recognition accuracy only when it was applied wittdd(k) strategy. In that case, the
best value forV was 3. The best recognition result in the whole series of experiments
was obtained with DTW when adaptation stratéglgl4) was used together withac-
tivate(3,0). It can also be seen that the results of the DTW classifier are cleadsicup
already in the nonadaptive case when compared with the other single classifier
ods. The superiority of the DTW-based methods is at clearest in the césefofal

error rate.

We found out that the symbol string classifier produced its best sestiien using
d = 32 directions and the discretization distancelof 15. Using both the actual
length of the symbol and the corner detection technique proved to be bahiefiche
classification accuracy. The ‘A’ rule of adaptation produced only about ali@hthe
final errors the ‘E’ rule made. Further, the nonadaptive version’s erremvas approx-
imately twice that of the ‘E’ rule. As we could due to the computatioitdithess of
the symbol string classifier use the whole Database 1 as the user-id@epémitial
prototype set, it might be possible to obtain better nonadaptivéréina recognition
rates if we would have more character samples to start with.
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In the LSC experiments we found out two facts: First, the two psegstroke thicken-
ing methods for feature extraction performed equally well. Thereforastieasonable

to use the first one as it was easier to implement and use. Second, LSC+thabgori
did not perform better than the simpler LSC algorithm. For efficiencyaesst was
then justified to use the latter. Therefore, Table 4 only displays sefutthe first
thickening method and LSC. The dimensionatitgf feature vectors was selected ex-
perimentally by decreasing it gradually from 64, which was the dimenstgmdildata
after the Karhunen-Loéve transform. The best result with nonadapiNi classi-

fier was obtained whed was 45. This value was then exclusively used. The optimal
value for K, the number of initial user-independent character prototypes per class, was
selected individually for each method between 1 and 10.

The table first shows the result for the nonadaptive 1-NN classifietheamdan adaptive
1-NN classifier when both the ‘E’ and ‘A’ adaptation strategies have beed. ubhis
classifier was formed similarly to the adaptive LSC classifier, i.e. uskEpendent
prototypes were removed and user-dependent ones added. It can be seen th@t the LS
based adaptive classifier outperforms the adaptive 1-NN classifier inHmt&’tand

‘A cases. For both classifiers, the ‘A strategy seems to be better tha&'tbrategy.

Also, in all cases the adaptive classifiers are clearly better than the nonadaqmgiv

The numbers of final prototypes in the last column of the table areuires ®f the
numbers of the remaining user-independent and the added user-dependent ones

In the committee classifier experiments, we formed four individual iflass which

were user-independent and nonadaptive. They all were DTW-based and formed all
combinations of thé/lassCenters. BoundingBoxCentemormalization methods and
Normalized point-to-points. Point-to-linedistance measures. Thatal error rates of

the member classifiers varied between 15.0 and 19.7 percent. For the comrittee e
periment there are two reference results. First, a simple static nyayoting scheme

for the first-ranking member outputs. The second reference method wasradhapit

used a very simple adaptation rule: A count of the number of correct recmgwas
maintained for each member classifier. Every input character was then classified ac-
cording to the opinion of that classifier which at that particular momenthadighest
success count. This lead to a sort of adaptive selection of the best siaggéiel for

each individual test subject.

A selection of best results with different variations of DEC settingsdigplayed in
the table. Notations ‘b’ and ‘v’ stand for best single classifier and nitgjooting,
respectively, as the default decision rule. The existence of ‘inc’ optiditcates that
the output symbol was required to belong to the context in the ri®esl v’ means
that the first-ranking outputs of all the member classifiers were usedeasotitext
before using the second-ranking output from the best member. On tiv@go ‘2nd
h' indicates that the second-ranking output of the best member was used befo
first-ranking output of the second best single classifier, and so oall ¢ases, it was
better to use expanding contexts than to fix the context size to some lvatween 1
and 8. It can be seen that the average number of resulting rules varies cablsider
between the DEC variations. For example, with only 16 rules it was lpledsi obtain
the third best results. Generally, however, variations which produeed mles also
produced better results. All the DEC-based committees outperformedtiaelaptive
and adaptive reference committees. Also, all committees were superior te sithijie
nonadaptive member classifiers.

17



11 Implementation Issues

Until recently, the recognition system described above has been runniaggerscale
UNIX systems with generous computational and memory resources. T tiegsgs-
tem has been used for both batch runs and on-line recognition testing gultgess
In order to collect experience on the use of adaptive on-line recognitierare now
implementing the system in a real PDA.

Our testing equipment for this purpose is a hand-held device rgnnimdows CE
on a MIPS R3000 processor with restricted memory and storage capabibiiesto
the limited computation power, some modifications have been made tedbgnizer
system. Most significant alterations necessary for the portable implatieninclude
a drastic cut-down in floating-point calculations, which due to the tzfck specific
floating-point unit are extremely cumbersome in the small-scale phatf@he DTW-
based recognition routine was altered to function fully by integer caloalgtresulting
in a more than ten-fold speedup for the actual recognition routine &giteg cost to
recognition accuracy.

Also the need to investigate specific speed-optimization approaches td tebBsed
Point-to-pointdistance measure primarily used in the recognition system arose from
these difficulties. The studied speed-optimization approaches includethadto pre-
dict the final cost of the match at the start of the calculations, using elgssification
algorithm comparing the lengths of the strokes to be matched, andastsicigr conti-
nuity rules in the DTW algorithm. All of these approaches seem to be alpeotiuce
notable gains in speed while impairing the recognition accuracy of theemsyvery
little. Still, the actual implementation in the smaller platform is yebe tested. Cur-
rently, the implementation seems promising, as the recognition accsratyhie same
level as in the large-scale platform and the recognition speed is also apipgach
acceptable level.

12 Conclusions and Future Directions

In this paper, we have demonstrated that there exist various ways to ackeqitve
recognition systems for on-line handwriting. In all experimentspaation was able
to increase the accuracy of recognition. As a whole, the results obtaitiedhethods
based on the Dynamic Time Warping classifier were superior to others. lhiecstated
that DTW was the only technique that yielded average final error rates lovghnobe
acceptable in a real-world PDA application. The average final error rate petcént
can also be considered as negligible compared to the probability ofgtygpiors and
spelling mistakes. Still, as the DTW approach is computationally memeeghding than
its competitors, there may exist situations where some other me#tsoi be selected
due to implementation constraints.

Adaptive committees may prove to be a useful classification techniquewé jan
find a set of member classifiers which individually have sufficiently lovarerates,
and 2) the errors of the member classifiers are mutually uncorrelated enloughr
current experiments, the members of the adaptive committee were all baskd on
DTW classifier. Therefore, their errors were supposedly too dependent.tAéscom-
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mittee members could be adaptive classifiers by themselves. Such a doaptirad
system may, however, turn out to be somewhat instable.

Currently, we are implementing the system in a palm-size PC. It willded in collect-

ing new data and performing usability evaluations. Meanwhile, we aneimg anal-
yses on the sensitivity of different adaptation strategies to erroriesingg samples.
More advanced methods for detecting erroneous data and recovering the spstem f
the effects of bad learning samples are being devised. Also, we are exptmgnveith

new techniques for implementing the adaptation. These should alloadidyetation
process to automatically become inactive and active again depending on the dhanges
the system’s performance.
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