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Abstract

We have developed an adaptive handwriting recognizer
for isolated Latin characters in which the adaptive behavior
is based on the Dynamically Expanding Context (DEC) al-
gorithm. In our current system, the outputs of a set of static
classifiers are combined in a committee machine, whose
rules are adapted. Every misclassified character gives rise
to adding a new DEC rule to the rule set of the commit-
tee. When the existing rules fail to produce correct recog-
nition output, more and more context information is utilized
in forming the new DEC rules. Not only the first-ranking
outputs from the member classifiers but also the second-
ranking ones can be taken into account when forming the
DEC rules.

In the experiments described in this paper, various op-
tions in the implementation of the DEC committee classifier
are evaluated. The results of the experiments show that the
system is capable of fast adaptation to the user’s handwrit-
ing and leads to lowered recognition error rates.

1. Introduction

On-line adaptation in a handwriting recognizer can be
implemented in various ways. The most common approach
is to have a single classifier which is adapted to the user’s
writing style during the training phase of the system. An-
other alternative, experimented with in this paper, is to have
a set of classifiers whose outputs are combined in a commit-
tee machine. This committee then makes the classification
decisions and is adapted to match the user’s writing style.
The member classifiers themselves can be either static or
adaptive.

A simple committee classifier can perform majority vot-
ing on its inputs and give the most-voted class as the output.
This majority-voting action may be seen as only a default

rule for combining the inputs. When this simple rule fails,
adaptation takes place by adding a new rule which produces
the correct classification result. The committee adaptation
studied in this paper is based on the Dynamically Expand-
ing Context (DEC) principle of Kohonen [1, 2]. In DEC,
new symbol transformation rules are added when the ex-
isting rule set is unable to produce unambiguous mapping
from the input symbols to an output symbol. When new
rules are formed, the context in which the input symbols are
examined is expanded and, therefore, the new rules always
utilize more contextual information and are thus more spe-
cific than the original ones. In our system, the context upon
which the rules operate is formed from the set of outputs
from the committee members. The members are first ranked
and used in the order of decreasing individual recognition
accuracy. It is then possible to use only the first-ranking
outputs of all members or also the second-ranking ones.

In our experiments, the initial classifier has been user-
independent. The addition of user-specific DEC rules
makes the system user-dependent in the course of the adap-
tation. The results of our experiments show that for a set
of static member classifiers, the adaptive committee is able
to decrease the original recognition error rate considerably.
The speed of adaptation is also quite fast.

2. Dynamically Expanding Context

The principle of the Dynamically Expanding Context
(DEC) was introduced by Kohonen in 1986 [1, 2] and fur-
ther elaborated, e.g., by Torkkola [6]. It was originally de-
veloped for speech recognition in which it was used to cor-
rect the coarticulation effects between adjacent phonemes
recognized as a series of quasiphoneme strings.

The application of DEC can be formulated as a set of
context-sensitive production rulesx(A)y ! (B), whereA
andB are the input and output symbols, respectively, andx andy are the left and right contexts, respectively, of the



input symbol. The combined length of thex andy contexts
determine the level of the rule. Each time a rule is found
to be in conflict with the actual transformation needed, a
new higher-level rule is added. This new rule is, due to the
increased amount of context involved, not conflictive.

The DEC principle has been somewhat modified for our
current purposes in on-line recognition of handwritten char-
acters. In our setting, there are a set of individual classifiers
for recognition of handwritten characters. The classifiers
have been first initialized and then ranked in the order of de-
creasing recognition performance. These classifiers are then
used to form a committee classifier and the modified DEC
principle is used to create the production rules for the com-
mittee. The outputs of the member classifiers as well as the
second-ranking recognition results from each of them are
used as a one-sided context when forming the DEC rules.
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Figure 1. Block diagram of a DEC-based adap-
tive committee classifier.

Figure 1 displays a schematic diagram of the DEC-based
adaptive committee classifier. In the illustration, there are
three member classifiers. The first-rank outputs from the
classifiers are denoted bya, b, andc. Likewise, the second-
rank outputs ared, e, andf , respectively. The DEC rules
can in this case be written symbolically asA ! x, whereA is a string of member classifier outputs andx is the de-
manded recognition result.

Each time a new character has been input to the system,
the string of the member classifiers’ outputs is matched to
the existing DEC rules. If no match is found, a default de-
cision is applied. This default action can be, e.g., to use the
first output of the best individual classifier. If one or more
rules match the situation, the highest-level one, i.e., the one
with the largest context, is applied and the output symbol
specified by the rule is used. If the recognition result is then
found to be incorrect, a new rule with more context is in-
cluded in the rule base.

Table 1 illustrates this process. The columns of the table
show the correct class of the input character, the first outputs
of the member classifiers, the existing rules, the output of
the committee, and the action taken. Let us assume that

Table 1. Generation of DEC rules in the case
of hardly distinguishable letters ‘t’ and ‘f’.
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1) the first output of the first classifier is the default decision,
2) no additional rules have been included yet, and 3) a series
of hardly distinguishable letters ‘t’ and ‘f’ are input to the
system.

On the first round, a ‘t’ is input and because there are
no additional rules, the output of the first member is used as
the committee’s decision. This happens to be correct and no
further actions are taken. On the second round, the member
outputs are the same but the correct output is now ‘f’ in-
stead of ‘t’. Due to the error, a rule “t f -! f” is inserted.
Its application is demonstrated on the third round where the
classification is again correct in a similar situation. On the
next two rounds, a ‘t’ is input and recognized first incor-
rectly and then correctly after the rule “t f t! f” has been
included. This process is continued as more characters are
input to the system. In the case of off-line training, the train-
ing set could be reiterated but, in our experiments, we have
assumed that the system is in on-line use where the previous
input characters cannot be preserved.

In the above example, only the first outputs from the
member classifiers were displayed. In our present experi-
ments, the second best guesses from all classifiers are also
allowed to be taken in the context. Referring to Figure 1,
this can be implemented either horizontally, i.e., by con-
suming first both recognitions of the best-ranking classifier
and obtaining the symbol sequence “a d b e c f ”; or verti-
cally, when the resulting sequence with three member clas-
sifiers is “a b c d e f ”.

As new DEC rules are being added, all the available con-
text information will eventually be used by the rules. All
error situations thereafter call for additional rules but the
context cannot be expanded anymore. Therefore, it is al-
lowed that there exist more than one highest-level rule for a
single context. In this case, the number of correct applica-
tions of the rule is maintained for each and the one with the
highest value is realized.

We experimented with some variations in the settings of
the committee classifier. These included: 1) The default



rule for cases when there were no applicable rules in the
rule set was either (a) to obey the opinion of the best indi-
vidual classifier, or (b) to perform majority voting among
the members. 2) It could be demanded that in every DEC
ruleA ! x, x should be included inA. This means that
at least one of the symbols in the context has to be correct
when a new transformation rule is created. In the opposite
case, this constraint was not enforced. 3a) Either only the
first-ranking outputs from the committee classifiers were
used, or also the second-ranking results were utilized, either
(b) vertically or (c) horizontally. 4) The size of the context
could be fixed. This means that when the number of com-
mittee members was four and the context size was fixed to
four, the intermediate level two and three rules were not
generated at all. Instead, the level four rules were used right
from the first error. Context sizes smaller than four were
also allowed, which reduced the actual number of commit-
tee members.

3. Experiments

Two data sets were used in the experiments. The first set
was contributed by 21 writers and contained approximately
8400 lower case letters and digits written in isolation. These
characters were used to form the user-independent member
classifiers of the committee. There were four classifiers,
each based on point-wise elastic matching [5] between the
input character and a set of 273 stored prototypes. The pro-
totypes were selected with a semiautomatic clustering algo-
rithm [4].

The difference between the four classifiers was in the
normalization of the characters. In two of them, the charac-
ters were centered by their bounding boxes and in the other
two, by their mass centers. On the other hand, in two clas-
sifiers the size of the characters was normalized and in the
other two it was not. Thus, every classifier shared some nor-
malization properties with two others. It can be argued that
each of the described classifiers can be expected to perform
better than the others in some particular classification tasks.
Therefore, it can be assumed that a committee formed from
the classifiers would outperform the best single classifier.
The average recognition error rates for the four classifiers
are shown in Table 2. The accuracies of the first three clas-
sifiers are quite close to each other, whereas the last one is
clearly worse.

The second data set was collected from 16 writers not
included in the first set. Each subject wrote either 500 or
1000 characters and when the writing was started, the sys-
tem was initialized so that there were no rules in the DEC
rule base. During adaptation, every misclassification was
recorded and DEC rules were generated. The overall per-
formance of the committee classifier for every writer was
evaluated as the total percentage of misclassified characters

Table 2. Recognition error rates of the four
committee member classifiers. The data set
contained lower case letters and digits.

bounding box mass center size scaling errors� � 15.3%� � 16.0%� 16.1%� 18.9%

among all characters. This measure takes into account to
some extent both the speed of adaptation and the final level
of recognition accuracy. The decisive figure of merit for
each committee classifier was calculated as the average of
the total error percentages of the 16 writers.

The results of the experiments are shown in Table 3.
The first column (def) displays the default decision when
no explicit rules were available, either the best individual
classifier (b) or majority voting (v). Bullets in the second
column (inc) indicate when the output symbolx was de-
manded to be included in the contextA. Vertical (v) and
horizontal (h) consumption of the second-ranking outputs
from the member classifiers are shown in the third column
(2nd). A dash is draw when the second opinions were not
used at all. For every combination of the parameters in the
first three columns of Table 3, we used both contexts which
were allowed to expand to any size and fixed-sized contexts
of sizes from one to eight. The best results of these experi-
ments are recorded in the last three columns. Thesize col-
umn shows the context size that yielded the best accuracy,
“exp” standing for expanding context size. The next col-
umn (err) displays the resulting recognition error rate. The
rightmost column (tail) shows the average error rate after
300 input characters measured for the next 200 characters.

The last line in Table 3 displays the performance of a ref-
erence recognizer which was formed from the same mem-
ber classifiers but without using the DEC rules. Instead, a
count of the number of correct recognitions was maintained
for each member classifier. Every input character was then
classified according to the opinion of that classifier which at
that particular moment had the highest success count. This
lead to a sort of adaptive selection of the best single classi-
fier for each individual test subject. The number of member
classifiers in the reference recognizer was varied from one
to four, and the classifiers were used in the order of increas-
ing error rate.

The results show that majority voting as the default deci-
sion seems to outperform the use of the best individual clas-
sifier. This may result from the fact that the three best com-
mittee members were quite similar to each other in recogni-
tion accuracy. Second, the requirement for the output sym-



Table 3. Classification error rates for the DEC-
based adaptive committee when the mem-
bers were non-adaptive.

def inc 2nd size err tail
b – exp 10.7% 8.4%
b v exp 10.0% 8.5%
b h exp 10.4% 8.3%
b � – exp 10.9% 9.1%
b � v exp 11.4% 9.6%
b � h exp 10.6% 8.8%
v – exp 9.7% 7.8%
v v exp 9.7% 7.9%
v h exp 10.1% 7.7%
v � – exp 10.0% 8.5%
v � v exp 11.1% 7.9%
v � h exp 10.2% 8.3%

reference 3 14.0% 12.5%

bol to be included in the context seems to be disadvanta-
geous. Also, it seems that the use of the second-ranked out-
puts from the member classifiers does increase the recogni-
tion accuracy. However, it is not clear whether the vertical
ordering is better than horizontal, as the total error percent-
age seems to somewhat favor the former while the tail error
rate favors the latter. Finally, it is evident that the expand-
ing formation of context rules outperforms the use of fixed-
sized contexts.

When the DEC results are compared with the accuracies
of the individual classifiers in Table 2 and with the refer-
ence classifier in Table 3 , it is clear that the DEC approach
is beneficial. Figure 2 illustrates the evolution of the recog-
nition error rate within a sliding window of 100 characters
for one writer during the adaptation. The average error rate
for the writer was 4.3% but, as can be seen in the figure,
the initial error level is about 9% whereas the final level
less than 1%. The final level of accuracy can be seen to be
achieved after approximately 300 input characters.

4. Conclusions and Future Directions

We have described a handwriting recognition system in
which a set of static classifiers is organized in a committee
with adaptive decision rules. The results of the performed
experiments show that this approach produces recognition
results comparable with our earlier studies with adaptive
classifiers [3, 4, 7]. The principle of DEC, the Dynami-
cally Expanding Context, was thus proven to be suited for
the implementation of adaptive symbol transformation rules
also in the case of handwriting recognition.
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Figure 2. The evolution of recognition error
rate during the creation of the DEC rules for
one writer.

We are currently experimenting with a set of adaptive
classifiers as the members of the adaptive committee. This
doubly-adaptive approach seems to offer even better recog-
nition accuracy and faster adaptation speed than the previ-
ous methods.
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