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ABSTRACT
We first outlinea modelto assessthebankruptcy risk of anenterprise,basedon theSelf-OrganizingMap (SOM).Then,we
useourmodelto find thosedatavectorsthatareatypicalor donotfit themodelwell. Theseatypicalobservationsareremoved
from thedata,so thata “cleaner”pictureof thepredictablebankruptciesis obtained.Theremovedobservationsarefurther
analyzed,to identify whetherthey sharesomecommonpropertiesthatcouldbeusedto filter out similar observationsbefore
analyzingfuturedatawith themodel.

1. INTRODUCTION

The risk of bankruptcy is probablythe most importantsinglefactorthat a financinginstitution mustconsider, whensome
company is applyingfor a loan with inadequateor no collaterals.The estimatedbankruptcy risk affectsthe pricing of the
loan, and when the risk grows too large, the financinginstitution usually decidesnot to grant the loan at all. However,
estimatingthe risk is not a trivial task. Although several quantitative techniquesbasedon analysisof financialstatements
have beenproposed– Altman’s Z-analysis[1] beinga prominentexample– it maybe arguedthat they aresensitive to the
company size,industryetc.andthusnot universallyapplicable.

In thispaper, wefocusonthefollowing question:whenis ourmodelapplicableandwhennot,andwould it bepossibleto
usethesefindingsto betterclassifynew data?Westartby outliningamethodto first estimatetheprobabilityof bankruptcy in
section2; then,in section3 weproposeasimpleschemeto filter out thoseobservationsfor whichourmodelis notapplicable.
This is followedby analysisof theremoveddatain section4 anddiscussionin section5.

2. SOM FOR BANKRUPTCY PREDICTION

The methodis we useto to estimatethe bankruptcy probabilitiesis basedon a popularneuralnetwork modelcalled the
Self-OrganizingMap(SOM).TheSOMhasbeenwidely usedfor datavisualization,but canalsobeappliedfor classification,
regressionetc.[5]. For thelatterpurposes,it resemblesvectorcodingalgorithmssuchasLBG, whicharebasedonpartitioning
the input spaceinto several cells and thenbuilding a separatemodel for eachof thesecells. In quantitative models,the
advantageof SOM over mostvectorcodingalgorithmsis that it is a topographicmapping,andthusthe metric in the input
spacehasa counterpartalsoon theoutputspace,i.e. on the latticeconsistingof theunitsof theSOM. This, in turn, canbe
utilized in smoothingthemodel,in analyzingtrajectories(systemstatesat severalsuccessive time instants),andin building
hierarchicalmodels.

Weandanumberof otherauthorshaveearlierappliedtheSOMonthebankruptcy predictionproblem;seee.g.[7, 6, 3, 4].
Here,ourfirst stepfollowsasimilar strategy asin theseearlierworks:westartby trainingaSOMwith thedataderivedfrom
thecorporatefinancialstatements.Then,we mapthedataontotheSOM, sothateachdatavectorrepresentingthefinancial
statementof acompany atagivenyeargetsmappedto oneunit of themap.Now, eachmapunit representsapartof thewhole
dataset,apartthatconsistsof financialstatementsthataresimilar to eachother.

Thenext stepis to estimatetheprobabilityof bankruptcy for eachmapunit, in otherwords,theconditionalbankruptcy
probability of a company given that its financialstatementgetsmappedto that particularunit,

��
(bankruptcy | unit). The



estimate
��
(bankruptcy | unit) is formed simply by calculatingthe relative frequency of bankruptciesamongall the data

mappedto theunit. Herewe labeleda financialstatementasgivenby a bankruptcompany, if thecompany did not survive
for longerthanthreeyearsafterpublishingthatparticularfinancialstatement.

Notethatthemethodweusehereto obtainthebankruptcy probabilityestimatesis asimplificationfrom ourearlierworks,
in which we havesmoothedtherelative frequencies[3, 4].

An exampleof a bankruptcy probabilitymapis depictedin panelA. of Figure1. Herewe usea three-dimensionalSOM,
which sometimescapturesthetruestructureof thedatabetterthanthemorecommonlyusedtwo-dimensionalSOM [2].

3. CLEANING THE DATA

At thispoint,wealreadyhaveamethodfor predictingbankruptcies:givenafinancialstatement,wemapit ontotheSOMand
take thebankruptcy probabilityas

��
(bankruptcy | unit thefinancialstatementis mappedto) we estimatedabove. However,

theseestimatesareblurredby two kindsnoise:

� Someof thecompaniesthathavegonebankruptmayhavedoneso“without their own fault”. For instance,a company
may be a very well managedsubcontractorof a larger firm, and if this larger firm movesits operationsto another
countryor goesbankrupt,a small subcontractormay not be able to find new customersor changeits productline
quickly enough.Anotherexampleis a company that is very dependenton its owner/manager– for sucha company,
the healthproblemsof the owner/managermay be fatal. Although a skilled analysttakes this kind of factorsinto
account,thereis no way to infer themfrom thefinancialstatements,andthereforeit is not reasonableto try to teach
thecorrespondingcasesto theneuralnetwork.

� Someof thecompaniesweconsideredashealthymayactuallybegoingbankruptin thenearfuture,but wedonothave
knowledgeof this – many companiesin our dataareknown for only a coupleof years,andtheaverageis just sligthly
over four years.

If we re-build themodelwith thedatawherethenoiseis removed,it seemsprobablethatthebankruptcy predictionaccuracy
might improve.

To get rid of the first kind of noise,we first find those“non-bankruptcy units” wherethe estimate
��
(bankruptcy | unit)

is smallerthansomethreshold��� . Then,we look at the two last financialstatementsof companiesthat have failed, and
only if both of thesearemappedto the non-bankruptcy units, all the financialstatementsfrom that company areremoved
from thedata.(Thereasonfor looking at two lastfinancialstatements,not just thelastone,is that it is rathercommonfor a
failing company to try to look goodat any cost. It mayevenbeableto give onegood-lookingstatementaftera badone,but
cannotdothismorethanonce;therefore,thecompany doesnotpublishany moreannualstatementsandeventuallyentersthe
bankruptcy proceedings.)

To getrid of thesecondkind of noise,theaboveprocedureis reversed.Weseta threshold��� , andselectthoseSOMunits
where

��
(bankruptcy | unit) > ��� . Then,we look at the last known statementsof the (supposedly)healthycompanies,and

whenthesegetmappedto theselectedSOMunits,all thefinancialstatementsfrom thecorrespondingcompaniesaredeleted
from thesample.

Now we have muchlessnoisein our sample,andwe canre-evaluatetheestimates
��
(bankruptcy | unit), improving the

accuracy of themap.Still betterresultsareachieved,if were-traintheSOMfrom thestart,andthenre-evaluatetheestimates��
(bankruptcy | unit) on thenew map.

In panelB. of Figure1 is displayedthesamemapasin panelA. but thebankruptcy probabilitiesareevaluatedusingthe
cleaneddata.In panelC. themapis alsore-trainedwith thecleandata,andfinally in panelD. there-trainedmapis evaluated
usingtheoriginaldata.

4. ANALYZING THE RESULTS

Thedatawe have usedin thepresentstudyconsistsof thefinancialstatementsof thecustomercompanies– very smalland
startupcompaniesexcluded– of FinnveraLtd, a Finnishrisk financingcompany. In theoriginal sample,therewere30 593
financialstatementsfrom 7 028companies,of which1 244eventuallyfailed;for thisdata,theclassificationerrorwas28.7%.
In the cleaneddata,with cleaningthresholds� �
	���
�� and � ��	���
 � , thereremained27 274financialstatements,andthe
classificationerrordecreasedto 23.5%with theoriginalmapbut re-evaluatingtheprobabilityestimates,andfurtherto 21.2%
with re-trainingthemap.



A. Theoriginal map B. ThemapA. evaluatedusingthecleaneddata

C. ThemapA. retrainedusingthecleaneddata D. ThemapD. evaluatedusingtheoriginaldata

Figure1: Thefour bankruptcy probabilitymaps.Oneachmap,thedimensionsof theSOMgrid are ����������� , but for better
visibility thefour layersof themaparepresentedheresideby side.On thedarkareasof themapthebankruptcy risk is high.

Next, weanalyzedthosecompaniesthatwentbankruptonthe“non-bankruptcy region” of themapandwerethusremoved
from thedataset. A sampleof 32 bankruptcaseswasformed,on thebasisof geographicallocation;of these,we wereable
to examine29 cases.Themainreasonsfor eachbankruptcy weredistributedin thefollowing way:

(a) 10cases:unexpectedcircumstancesdueto theeconomicdepressionof theearly90’s

(b) 4 cases:healthproblemsof theowner/manager

(c) 3 cases:suddencrisiswithin oneindustrysectorin thelate80’s

(d) 2 cases:inadequatebehavior of themanagement

(e) 1 case:unsuccesfulchangeof themanagement

(f) 1 case:failurein a majorproductdevelopmentproject

(g) 1 case:unsuccesfulattemptto restartanenterpriseafterbankruptcy

(h) 7 cases:no clearreason

Thusfar, we haven’t beenableto carryout a correspondinganalysison thesupposedlyhealthycompaniesthatwerein
thebankruptcy region, andwerethusremovedfrom thedata.However, an initial examinationsuggeststhat thesecasesare
concentratedaroundtheoverheatedeconomyof thelate80’s.



5. DISCUSSION

The resultsshow that cleaningthe datagivesa clearerpictureof the bankruptcies.To someextent, it alsomakesit easier
to recognizesusceptibleenterprises,althoughmany atypicalbankruptciesalsoseemto be unpredictable– for instance,in
practiceit would be difficult to monitor the healthof the managerof a particularcompany, or to forecasta suddencrisis
within someindustrysector. Still, removing thesecasesfrom the datahelpsto improve the recognitionof the predictable
bankruptcies.
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