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Abstract— In this work, we present two meth-
ods for analyzing the syllables of the bird song on
the Self-Organizing Map (SOM). Dynamic time warp-
ing is used for computing the distances between the
data sequences. In the first method, the pairwise dis-
tances are first computed between the data sequences
and each row of the distance matrix is then consid-
ered as a feature vector. The conventional SOM with
fixed-dimensional model vectors can then be used. The
second method is based on online learning of variable-
length sequence prototypes. In both cases the SOM
is used for constructing a low-dimensional visualiza-
tion space for the data. We give results analyzing the
syllables from five bird species belonging to the Phyl-
loscopus family of passerine birds.

1 Introduction

The work reported in this paper is related to the de-
velopment of technology for automatic recognition of
bird species and even individuals by sounds they pro-
duce [4]. Technology for sound-based identification of
birds would be a significant addition to the research
methodology in ornithology, and biology in general.
There is also significant commercial potential for such
systems because bird watching is a popular hobby
in many countries. Extensive international programs
such as the Global Biodiversity Information Facility
(www.gbif.org) which are building biological multime-
dia databases facilitating automatic classification and
identification of species are also boosting the activity
in the area of bioacoustic signal processing and pattern
recognition. Nevertheless, relatively little has been
done previously in the field. In a few studies the feasi-
bility of automatic recognition of bird species [1, 7, 10]
or even individual males of a given species [3, 5] using
sound has been demonstrated. This article is a follow-
up work to [4], which presented promising results in
automatic recognition of fourteen Finnish song bird
species.

In this work we analyze the data using the Self-

Organizing Map [8, 9]. The emphasis is not in recogni-
tion, but the organization and visualization of the data.
We believe that this will increase our understanding of
the data and form the basis for improving the methods
also for the recognition purposes.

In earlier work where SOM has been used in this
field, only fixed-dimensional feature vectors taken from
the spectrograms of the bird songs have been used [6].
In this work we present two additional methods for
the construction of the SOM. The first method uti-
lizes the pairwise distances of the syllables computed
by dynamic time warping (DTW). Fixed-dimensional
feature vectors can then be obtained from the rows of
the distance matrix. The second method is based on
learning sequence prototypes on the SOM [13]. This
forms variable-length sequence prototypes by means of
an unsupervised online learning process.

2 Syllables in bird song

Automatic recognition of bird sounds is a typical
pattern recognition problem resembling speech and
speaker recognition in some sense. However, there are
also many important differencies. Sound production
mechanism in bird’s vocal organ, syrinx, is very differ-
ent from speech production in humans. In addition,
we do not have sufficient knowledge of the language
and structural properties of bird vocalization, which is
available for speech recognition. This makes the prob-
lem an ideal case for unsupervised learning methods.

Bird song is typically divided into four hierarchical
levels: notes, syllables, phrases, and song [2]. In many
species there is high individual and regional variability
in phrases and song patterns. Syllables can be seen as
more elementary building blocks of bird vocalization
[1] and may therefore be more suitable for automatic
identification of bird species than song patterns. A
typical duration of a syllable is in the range of a few
to a few hundred milliseconds and it may feature rapid
changes in the spectrum. In some cases there may be
dozens of different syllables per second in bird song.



The basic methodology in [4] was to decompose a
bird song recording to a set of brief frequency and am-
plitude modulated sinusoidal pulses. Each pulse repre-
sents one individual isolated syllable and syllables are
not overlapping in time or frequency, see Fig. 1. This is
a highly simplified model for bird song but it is a rea-
sonable as a baseline feature especially for songbirds
as many of their sounds are clearly sinusoidal. The re-
sults in recognition were promising and indicate that
this is indeed a very useful representation for recogni-
tion of species. We may assume that results and their
generality could be significantly improved by using a
more sophisticated features incorportating information
about harmonic components, modulation, and tran-
sient sounds. It would be also beneficial to use context
information, e.g., differentiate cases where a syllable is
a part of a song or it is an individual call or warning
sound. However, in this study we use the trajectories
of single sinusoids as features and single syllable is the
basic unit being analyzed.
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Figure 1: Frequency trajectory and amplitude trajec-
tory of one syllable of Phylloscopus trochilus after si-
nusoidal modeling. The spectrogram of the original syl-
lable is shown between two vertical bars on the top im-
age.

In [4], the comparison of syllables was based on com-
puting the Euclidean distances between feature vector
trajectories. It is expected that better results can be
obtained by using more appropriate distance measure.
In this work we use DTW, which tolerates durational
differences between sequences being compared.

3 Methods

3.1 Comparison of two sequences

The comparison of two feature vector sequences can
be most naturally done using dynamic time warping

Table 1: Birds in the current study. Columns give
an abbreviation derived from the Latin name (a widely
used convention), the Latin name, and a common En-
glish name, respectively.

Lat. Abbr. Latin name Common name

PHYBOR Phylloscopus borealis Arctic Warbler
PHYCOL Phylloscopus collybita Comm. Chiffchaff

PHYDES Phylloscopus trochiloides Greenish Warbler
PHYLUS Phylloscopus trochilus Willow Warbler
PHYSIB Phylloscopus sibilatrix Wood Warbler

(DTW) [11, 12]. It allows durational differences be-
tween the sequences. The cumulative distance between
the feature vectors of two sequences is computed along
the warping function which changes the time axis of
the sequences nonlinearly so that the maximum fit-
ting between the sequences is attained. Dynamic pro-
gramming is utilized for finding the best warping func-
tion for each sequence pair. The procedure can be
illustrated in the two-dimensional trellis where the el-
ements (feature vectors) of two sequences are located
along the two axes of the trellis, see Fig. 2. The warp-
ing function is a path from the origo to the point of
the trellis which corresponds to the end points of the
sequences. The cumulative distance can be divided
by the length of the warping path or the sum of the
lengths of the sequences.

In the classification task it may be advantageous
to restrict the warping path from having too rapid
changes. Various slope constraints can be applied
to the warping function [11]. Besides improving the
recognition performance, they also reduce the amount
of computation since the search space for finding the
warping is restricted to be inside the area of the slope
constraints in the trellis.

3.2 Average of two sequences

The average of two sequences can be computed by sam-
pling the warping path at desired time instants [12,
page 159]. This is illustrated in Fig. 2. If we compute
the weighted average of the sequences A and B with
the weights q and 1− q, the kth element of the warp-
ing path (in Fig. 2) corresponds to the time instance
qti +(1−q)tj , ti and tj being the time instances of ele-
ments ai and bj . The averaged feature vector for time
instance tk is qai + (1− q)bj . In order to get constant
time intervals for the elements of the sequence average,
we can interpolate the desired time instance between
two points in the warping path. The corresponding
feature vector is then the result of the interpolation
between two weighted feature vector averages at these
time instances. Linear interpolation was used in the
current work.
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Figure 2: Computing the weighted average between two
variable-length feature vector sequences. See Sec. 3.2
for details.

3.3 The Self-Organizing Map

The Self-Organizing Map (SOM) [8, 9] is a clustering
and visualization tool which enables the organization
of the database in an unsupervised manner. The SOM
consists of the set of models which are located at the
nodes of the low-dimensional regular grid. In case of
two-dimensional map it enables easy visualization of
the data.

The construction of the SOM is based on competi-
tive learning and the use of neighborhood when adapt-
ing the models. In this work we use the SOM both
for fixed-dimensional input vectors and also variable-
length feature vector sequences.

Like in the traditional vector based SOM, the online
training of the learning sequence prototype SOM con-
sists of two steps which are iterated for samples taken
from training data:

(1) Find the best-matching unit (BMU) for the cur-
rent input

(2) Update all models using the neighborhood func-
tion of the best-matching unit

For data consisting of feature vector sequences, the
distance between the model and data is computed us-
ing DTW. Let X(t) denote the input feature sequence
at training cycle t, Mi(t) the model of the feature se-
quence at the SOM node i, and h(c(t), i) the neigh-
borhood function where c(t) denotes the index of the
BMU. The updated model of the ith node can then be
expressed as:

Mi(t + 1) = (1− h(c(t), i))Mi(t) + h(c(t), i)X(t). (1)

This formula has exactly the same form as the orig-
inal SOM algorithm for single feature vectors. The
weighted average between the model sequence and the
current input feature vector sequence is computed ac-
cording to Sec. 3.2 the weight q being h(c(t), i).

4 Data analysis on the SOM

A subset of data from [4] was chosen for the current
study. This is a set of syllables from five species in the
genus of Phylloscopus. Most of these birds look very
similar and they can hybridize. In fact, vocalization
is actually the largest discriminative feature between
many of these species. For each of the five species we
picked up randomly 50 syllables from four different in-
dividuals, i.e., total of 1000 syllables. For each syllable
we estimated frequency and amplitude trajectories of
a single time-varying sinusoidal component using an
algorithm described in [4]. Isolation of syllables from
continuous singing is an organic part of the estimation
of these features.

In order to select proper distance measure, we per-
formed nearest neighbor classification for the data, see
Table 2. For computing the Euclidean distances, the
syllables were zero-padded so that the sequence lengths
became equal. Before that the syllables were aligned so
that the frames corresponding to the maximum value
of the amplitude envelope sequence were in the same
position of the vector [4].

The results show that dynamic time warping is
clearly better than Euclidean distance, and the DTW
with slope constraints is better than the basic DTW.
The differences between the two columns, Species and
Species2 in Table 2, can be partly explained by the
small number of individuals per class.

Table 2: Nearest-neighbor classification of 1000 sylla-
bles from 20 individuals and five species. Correct clas-
sification per cent. In the first two columns, each test
syllable was compared to the remaining 999 syllables.
In the column Species2, all reference syllables belong-
ing to the test individual were removed. DTW2 denotes
dynamic time warping with slope constraints.

Distance Target class
measure Individual Species Species2

Euclidean 74.5 86.2 52.6
DTW 89.1 93.8 56.0
DTW2 90.4 95.9 67.2

4.1 Feature vectors from distance ma-

trix

In order to find a fixed-dimensional feature represen-
tation for the data, we computed the distance matrix,



i.e., all pairwise distances between the bird syllables,
using DTW. The ith row vector of the distance matrix
became then the feature vector for the ith data syl-
lable. Since there were 1000 syllables, the dimension
of the feature vector was 1000. But eigenvalue de-
composition revealed that 99.1 % of the variance could
be represented by only seven components. Each 1000-
dimensional feature vector was then projected to the
seven eigenvectors of the covariance matrix of the 1000-
dimensional data. These eigenvectors corresponded to
the seven largest eigenvalues.

The SOM was trained using the seven-dimensional
feature vectors. Model vectors on the 12-by-8 unit
SOM were initialized by random entries and batch-
SOM training [9] was applied with Gaussian neighbor-
hood function. Thirty batch-cycles were used. The
effective width of the neighborhood function decreased
linearly from 10.0 in the beginning of the training to
1.0 in the end of the training. The resulted SOM is il-
lustrated in Fig. 3. Gray-scale image of adjacent model
vector distances reveals that there are no clearly sepa-
rate clusters, the data is like a continuum.

The seven-dimensional data vectors were then pro-
jected on the SOM. Fig. 4 shows the histograms of the
best-matching units computed for each species and in-
dividual separately. Five species divide the SOM dis-
play roughly into five areas. There are some individual
birds which are located on several parts on the map.
From Fig. 3 it can be seen that the map is very smooth.
The reason for the syllables of some individuals being
located at several areas on the SOM is therefore not ex-
plained by the folding of the SOM in the feature space,
but because of the true intra-bird variability of the syl-
lable data. We can observe that the scattering of the
syllables belonging to PHYDES species is quite large.
The scattering may be explained that those birds have
larger vocabulary than other species in our data set.

4.2 Learning sequence prototypes

Using the rows of the distance matrix as a feature vec-
tor enables data organization and clustering, but it is
not easy to directly interprete the characteristics of the
data from the resulting model vectors on the SOM. For
this purpose we trained learning sequence prototypes
on the SOM. The procedure was explained in Sec. 3.3.

It is possible to initialize the sequence prototypes
with random values. However, here the following ini-
tialization scheme was used. In the beginning of train-
ing each data sequence was represented by the sin-
gle average feature vector of the entire sequence. The
model sequences consisted then of single feature vec-
tors only. After the single-vector model SOM had
been trained, we used the full 1000 feature vector se-
quences instead of their temporal averages. The Gaus-
sian neighborhood function was used in Equation (1);

(a) SOM in the feature space

(b) Model vector distances

Figure 3: Self-Organizing Map for fixed-dimensional
feature vectors. Seven-dimensional feature vectors
were based on the eigenvalue decomposition of the
1000-by-1000 distance matrix. Figure (a): 8-by-12
unit SOM in the feature space spanned by first two
components of the model vector. Figure (b): Distances
between adjacent model vectors. Euclidean distances
were computed using all seven components. Dark shade
of gray represents large distance.

h(c(t), i) = α(t) exp[0.5d(c(t), i)2/σ2], (2)

where d(c(t), i) is the Euclidean distance between the
coordinates of the nodes c(t) and i on the map grid.
During 10.000 training cycles α(t) decreased linearly
from 0.1 to 0.001 and σ decreased linearly from 10.0
to 1.0.

The learned sequence prototypes are shown in Fig. 5.
The characteristics of the data are clearly visible there.
Although the model sequences were initialized having
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Figure 4: Distributions of the syllables on the vector-SOM. Fixed-dimensional feature vectors were obtained as
explained in Sec. 4.1. Shade of gray represents the number of times the map unit is the best-matching unit for
the data, dark shade denotes high value. Each row corresponds to one species. Four columns on the left represent
four different individuals and the column on the right is the bmu-histogram of all individuals from one species.

only one feature vector as their element, the durations
of the trained prototype sequences now vary and cor-
respond to the durations found in the data set.

The organization of the syllables can be roughly
described so that the falling-tone syllables are repre-
sented on the left hand side of the SOM display and
the rising-tone syllables on the right hand side. Longer
syllables are located at the bottom of the map.

5 Conclusions

In this work, we presented two methods for analyzing
the syllables of the bird song on the SOM. The data
samples were from twenty birds belonging to the five
species of the Phylloscopus family. Sinusoidal model-
ing was used in the feature extraction. Each syllable
was represented as a sequence of two-dimensional fea-
ture vectors, one component representing the instanta-
neous frequency and the other component representing
the amplitude.

The first analysis method was based on pairwise
DTW-based distances between data sequences. Rows
of the distance matrix were then considered as fea-
ture vectors. Eigenvector decomposition was used for
projecting these high-dimensional feature vectors into
lower-dimensional space before training the conven-

tional SOM with fixed-dimensional model vectors.

Another approach was to train learning sequence
prototypes on the SOM. The model associated with
each map node was then the sequence of feature vectors
and its length was not fixed during the training. This
is relatively new method, and has been demonstrated
earlier using only speech data [13]. The current work
can be considered as a feasiblity study of that method.
The method resulted in the smooth prototype sequence
display.

We also made a small comparison between sequence
distance methods for the recognition purpose. Dy-
namic time warping outperformed clearly the compu-
tationally simpler method where sequences were first
aligned according to their amplitude envelopes and
then compared with Euclidean distance. This gives
also justification for the use of learning sequence pro-
totypes instead of fixed-dimensional vector representa-
tions of the sequences.

In our study the SOM was used for constructing
visualization display for the data. Scattering of the
projections of data syllables on the SOM revealed the
variability of the data. For some bird individuals the
projections were concentrated to small, compact re-
gions, whereas for some birds almost the entire SOM
display was occupied. Already this information gives
us insight to the characteristics of the data and the



(a) Component plane 1: frequency envelope (Herz)

(b) Component plane 2: amplitude envelope (desibels)

Figure 5: Syllable prototypes on the 12-by-8-unit SOM.
Variable-length sequence prototypes were trained using
the method explained in Sec. 3.2. Since the bird sylla-
bles were modeled by single sinusoids with time-varying
amplitudes and frequencies, each element of the se-
quence prototype is a two-dimensional vector represent-
ing instantaneous frequency and amplitude. Horizontal
axis in each prototype sequence plot represents time.
The frequency envelope component of the sequence is
shown in the upper plot and the amplitude envelope in
the lower plot. The range of the vertical axis for each
model sequence is 0 . . . 8.6kHz in the upper plot and
−50 . . .0dB in the lower plot.

variations between different species and individuals.

This work served as a feasiblity study of the de-
scribed methods. In the future we plan to continue
our studies with larger database and larger number of
species.
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