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ABSTRACT

Content-based image retrieval (CBIR) addresses the prob-
lem of finding images that the user wants from unannotated
databases, based only on low-level visual features like color
or texture that can be automatically derived from the im-
ages. Due to the inherently weak connection between the
high-level semantic concepts that the user has in mind, and
the low-level visual features that the system is using, the
performance of CBIR applications often remains quite mod-
est. One method for improving CBIR results is to try to
learn the user’s preferences with learning methods such as
relevance feedback. This learning is essentially intra-query,
meaning that learning is started all over again in the begin-
ning of each new query session. However, the relevance in-
formation can also be used in long-term or inter-query learn-
ing. In this paper, a method for using long-term learning in
our PicSOM system is presented. It is shown that the effi-
ciency of the system can be substantially increased by using
it in parallel with MPEG-7 visual descriptors.

1. INTRODUCTION

Content-based image retrieval (CBIR) has received consid-
erable research interest in the recent years (for a review, see
[1]). The field has matured into a distinct research discipline
which differs substantially from text-based information re-
trieval. The reason is that it is not possible to base image
queries on verbal terms like in text-based retrieval, because
it is assumed that no associated captions or textual descrip-
tions of the images are available. Therefore, other query
methods must be applied.

An especially difficult setting is encountered when the
task is to retrieve images from a large database of miscella-
neous images, for example, a digital photograph library of
scenes, people, etc. Since very few assumptions about the
images can be made, only representations of very general
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nature can be used and the general low-level features used
in CBIR are insufficient to discriminate images well on a
conceptual level. This creates a fundamental problem: there
is a wide gap between the high-level semantic concepts used
by a human to understand image content and the low-level
visual features used by a computer to index the images in a
database.

A possible solution is to learn on-line from the user. The
common method for this isrelevance feedback. In the com-
mon approach to formulate queries in CBIR, calledquery
by pictorial examples, the image queries are based on ex-
ample images shown from the database itself. In relevance
feedback, the user is asked to rank or otherwise evaluate the
query images offered by the system at each round. Based
on the relevances given by the user, the system is tuned for
example by adjusting the weightings of the features to bet-
ter comply with the semantic similarity that the user has in
mind. When the query proceeds from round to round, the
relevance of the offered images gradually improves until the
desired image has been found. Then the query stops.

Relevance feedback can be seen as a form of supervised
learning to adjust subsequent query rounds by using infor-
mation gathered from the user’s feedback. It is essential
that the learning takes place during one query, and the re-
sults are erased when starting a new query. This is because
the object of the search usually changes from one query to
the next, and so the previous relevances have no significance
any more. This is thereforeintra-querylearning.

There have been some attempts in CBIR to use rele-
vance feedback also for long-term learning. The history of
the previous queries provides information which can also be
used in aninter-querylearning scheme. The basic motiva-
tion is that the relevance evaluations provided by the user
during the queries partition the set of seen images into rel-
evant and nonrelevant classes with respect to a particular
query target. Although the relevant class may change to-
tally from one query to the next, the fact that two images
belong to the same relevance class is however a cue for the
similarities in their semantic content. In this work, we in-
troduce this idea into our PicSOM system.



The rest of the paper is organized as follows: Section
2 briefly reviews the PicSOM system based on the Tree-
Structured Self-Organizing Map. Then, the new inter-query
learning scheme based on the relevance feedback history is
explained in Section 3. Experimental results and conclu-
sions are given in Sections 4 and 5.

2. PICSOM

Training the Multiple Feature Maps. The PicSOM CBIR
system (for a recent review, see [2]) is a framework for re-
search on content-based image retrieval. The methodolog-
ical novelty of PicSOM, compared to other CBIR systems,
is to use several parallel Self-Organizing Maps (SOMs),
trained with separate feature types, to index the images in
the database.

The well-known SOM [3] defines an elastic, topology-
preserving grid of units that is fitted to the input vector
space. It can thus be used to visualize multidimensional
data, on a usually two-dimensional grid. The map attempts
to represent all the available observations with an optimal
accuracy by using a restricted set of prototypes, one in each
map unit. The key property of the SOM in database index-
ing is that similar items tend to be mapped to the same or
neighboring locations on the map.

In PicSOM, the features are usually comprised of sta-
tistical visual data such as the MPEG-7 [4] content descrip-
tors, which we use in this work. To build the maps, these
descriptors are extracted from the images in the database
and the feature vectors are used to train the maps. Instead
of the standard SOM, PicSOM uses a special form of the
algorithm, the Tree Structured Self-Organizing Map (TS-
SOM) [5].

As a result, the different feature SOMs impose different
similarity relations on the images. The system inherently
benefits from having a choice between a large set of fea-
tures, as it may automatically neglect poorly-working ones.
This is done by a special implementation of the relevance
feedback mechanism.

Relevance Feedback with Self-Organizing Maps.The
basic assumption in the PicSOM indexing method is that
images similar according to a specific visual feature are lo-
cated near each other on the corresponding SOM surface.
Therefore, we are motivated to spread the relevance infor-
mation given by the user also to the neighboring map units
of the seen images. This is done as follows.

At each round of a query, a number of images from
the database are shown to the user. All images indicated
by the user as relevant are given equal positive weight, in-
versely proportional to the number of relevant images. Like-
wise, nonrelevant images receive negative weights that are
inversely proportional to their total number. The overall

sum of these relevance values is thus zero. For each SOM,
these values are mapped from the images to the correspond-
ing best-matching units (BMU) where they are summed.
The resulting sparse value fields on the SOM surfaces are
low-pass filtered to produce qualification values for each
SOM unit and its associated images.

The low-pass filtering of sparse value fields can be per-
formed by convolving the field with a tapered window func-
tion. The total qualification value for each image is finally
obtained by summing the corresponding responses at that
image location on all SOMs. Then a fixed number of im-
ages with the highest total qualification values are given to
the user as the result of that query round, and the query con-
tinues.

As a consequence, content descriptors that fail to co-
incide with the user’s conceptions mix positive and nega-
tive values in nearby map units. Therefore, they produce
lower qualification values than those descriptors that match
the user’s expectations and impressions of image similarity.
The different features and the SOMs formed from them do
not thus need to be explicitly weighted, as the system auto-
matically takes care of weighting their opinions on the basis
of the relevance feedback mechanism.

3. INTER-QUERY LEARNING

One of the classical statistical tools in information retrieval
is latent semantic indexing (LSI). The basis for LSI [6] is
the vector space model of text documents. A collection ofd
documents are represented by the words in them by using a
t×d term-by-document matrixX, wheret is the number of
different words or terms. The element(i, j) of X represent
the relationship of thei-th term to thej-th document; in the
simplest case, it is just 1 if thei-th term occurs in thej-th
document, 0 otherwise.

Recently, Heisterkamp [7] applied LSI to image data-
bases. Instead of having a set of documents each consisting
of words or terms, he considered the images as the vocabu-
lary of the system and the individual queries as documents
whose words are the images. In the document (query) vec-
tor, the relevance of each term (image) is indicated. Then
each row ofX gives the relevance history of one of the im-
ages over the consequent queries. If such relevance patterns
of two images are similar, then the images must have some
semantic similarity. It may therefore be reasonable to train
yet another SOM, therelevance map, using the rows ofX
as additional image features. The relevance map can then
be used in the operation of PicSOM just like any other fea-
ture map. This is our basic idea for inter-query learning in
PicSOM.

A problem arises from the high dimensiond which now
equals the number of image queries in the training data.
This may well be in the order of hundreds or thousands and



Fig. 1. The 16×16-sized TS-SOM level trained with the
relevance feature.

thus excessive for direct usage in SOM training. This is
where LSI comes in. In LSI, matrixX is decomposed by
Singular Value Decomposition as follows:

X = USVT (1)

whereU andV aret×r andd×r orthonormal matrices and
S is anr×r diagonal matrix containing the nonzero singular
values ofX on the diagonal, withr ≤ min(t, d) the rank of
X. The very high dimensionality ofX can be reduced by
selecting onlyk (k < r) dimensions corresponding to thek
largest singular values of the diagonal matrixS:

X̂ = Û Ŝ V̂T ≈ X . (2)

LSI is applied by considering onlyk largest singular val-
ues ofS and a representation of the data ink dimensions is
obtained withY = Û Ŝ.

In our approach, the rows of matrixY, each correspond-
ing to one image, are treated as a relevance feature of dimen-
sionality k and the corresponding TS-SOM is trained and
used in parallel and similarly as the TS-SOMs trained with
visual features. The resulting TS-SOM is illustrated in Fig-
ure 1, in which the 16×16-sized level of the relevance map
is displayed. The sparsity of the map is a direct consequence
of the sparsity of the data; images in the same relevance
evaluation tend to get mapped into the same map unit. The
shown images are the visual labels given to the SOM map
units. It can be observed that images with similar semantic
content have been mapped near each other on the map. In
another study, the user-provided relevance evaluations were
shown to be notably similar to hidden annotations [8].

4. EXPERIMENTS

We used an image database containing 59 995 images from
the Corel Gallery 1 000 000 product. To run automated tests,
we created manually six ground truth image classes:faces
(1115 images,a priori probability 1.85%),cars(864, 1.44%),
planes(292, 0.49%),sunsets, (663, 1.11%),horses, (486,
0.81%), andtraffic signs, (123, 0.21%). As visual image
features, we used a subset of MPEG-7 [4] content descrip-
tors for still images, viz.Scalable Color, Dominant Color,
Color Structure, Color Layout, Edge Histogram, Homoge-
neous Texture, and Region Shape. For these visual fea-
tures, we trained four-level TS-SOMs with level sizes 4×4,
16×16, 64×64, and 256×256 units. In the training of the
lower SOM levels, the search for the BMU has been re-
stricted to the 10×10-sized area below the BMU on the
above level. Every image has been used 100 times for train-
ing each of the TS-SOM levels.

As for the new relevance feature, the training data con-
sisted of 317 saved query sessions recorded earlier in our
laboratory in which 6897 images (11.5% of the database)
had been marked relevant at least once. The dimensionality
k of the data was reduced tok = 50 with LSI as explained in
Section 3. Since the relevance feature had non-zero vectors
only for 6897 images, the corresponding TS-SOM structure
was limited to three levels (64×64=4096 map units on the
bottommost level).

Testing was performed automatically, without human
interaction. The required relevance feedback was gener-
ated by the computer based on the class (faces, cars, etc.)
of the desired image. All shown images belonging to the
studied class were indicated as relevant and the others non-
relevant. The class was not used in any way in choosing the
next round of query images.

In our test setting, each image in the studied class is
given to the system one at a time as the initial reference
image for category search. The system should then return
similar images (ie. images belonging to the same class), re-
sulting in a leave-one-out type testing of the target class.
The system was set to return 20 images at each round. If
the size of the database,N , is large enough, we can assume
that there is an upper limitNT of images (NT � N ) the
user is willing to browse during a single query session. The
system should thus demonstrate its performance within this
number of images. We setNT to 1000 images, resulting in
50 rounds per test query.

As performance index, we chose to show the evolution
of precisionP(n) as a function ofrecallR(n) during the it-
erative image retrieval process, withn the number of shown
images. When instead of the whole database, only a smaller
numberNT � N of images are browsed through, the recall
value is very unlikely to reach the value of one. Instead, the
final valueR(NT ) – as well asP(NT ) – reflects the total
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Fig. 2. Partial recall–precision plots using the MPEG-7 de-
scriptors with (solid curve) and without (dashed curve) the
user interaction feature. Thea priori probability of the class
is shown with a dotted line. Used classes were, top row, left-
to-right: faces, cars, middle row: planes, sunsets, bottom
row: horses, andtraffic signs.

number of relevant images found that far. The intermediate
values ofP(n), n < NT first display the initial accuracy
of the CBIR system and then how the relevance feedback
mechanism is able to adapt to the class.

As the queries in the used experiment setting are always
started with an image that belongs to the image class in
question, there is no need for an initial browsing phase. In-
stead, the retrieval can be initiated in the neighborhoods of
the reference image on the bottommost SOM levels (64×64
for the relevance feature, 256×256 for others) as they pro-
vide the most detailed resolution. The upper TS-SOM hier-
archy is thus neglected after the training phase. In spreading
the responses of the sparse value fields, triangular windows
of 4 and 8 map units in length were used for the relevance
feature and the other features, respectively.

The resulting recall–precision plots are shown in Fig-
ure 2. The MPEG-7 descriptors are used in all cases with
(solid curves) and without (dashed curves) the relevance
feature. It can be seen that the relevance feature consider-
ably improves retrieval precision, even though only 11.5%
of the images are included in the feature.

5. CONCLUSIONS

With large databases of heterogeneous images, the retrieval
performance of low-level visual features alone often remains
quite modest and additional feature types may be needed
for acceptable performance. A method for improving the
performance based on using automatically recorded user-
provided relevance evaluations was presented in this paper.
In the PicSOM framework, the user interaction or relevance
data is treated similarly as statistical visual features and, af-
ter dimensionality reduction, a separate relevance SOM is
trained and used in retrieval. The method could also be used
for existing keyword annotations. The results of the exper-
iments show that the relevance feature greatly improves the
precision of the system without any additional human labor
required.
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