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This paper describes an example case where the PicSOM dgnepose content-based image
retrieval system is applied onto a task of browsing eledtromail order catalogues. The images
are indexed by their visual features calculated after seging the images into object and
background. Colour and shape features are extracted fraridreground objects. The images
are browsed by querying the image database through the rlommla-based user interface of
the PicSOM system. The special needs and possibilitieg afairow application domain are
observed and some improvements are outlined.

1 INTRODUCTION

Content-based image retrieval (CBIR) systems index imaggbdses with descriptors derived
from the visual content of the images. Most practical CBIRteyns are concerned with ap-
proximate queries where the goal is to find images visuathjlar to a specified target image.

In a general case assessing the image similarity presenifscaltproblem. The problem
is related to the general image understanding problem wiashdefied decades of research in
field of artificial intelligence. The depth of image undenrstag involved in the characterisation
of image content can be quantified into semantic levels [3]stéxisting CBIR systems operate
on the first, most superficial level. To the user of CBIR syst¢ine subsequent, sementically
more involved levels are more meaningful. One of the prialoghallenges of CBIR is bridging
the semantic gap, i.e. making the systems and the userssonits kind of criteria to judge the
similarity of images. However, if the images are constrdittecome from a specialised domain
the situation is not that difficult anymore. In such a narravage domain the semantically low
level image features more directly correspond to the higélimterpretations of the images.

A popular model for CBIR is the vector space model, eithedus® such or as a part of
a larger system. In the vector space model the images aresesged as points in a multi-
dimensional feature space. In other words, contents of agérs described with a fixed-length
list of numbers. Similarity between images is equated withdistance of the corresponding
points in the feature space.

One way to categorise the image queries that might be posedCGBIR system is to do
it according to the specificity of the response the user hégesin his survey of CBIR [5],
Johansson presents the following as examples of possjiss tyf tasks:

1. Target search In target search the user already knows that there existstairt image
in the image database. The user’s recollection of the imagg Ime more or less ex-
act. Moreover, depending on the system'’s flexibility, therus able to transfer varying
proportion of her information about the image to the systenthat it can be used as a
specification in a database search.



2. Category searchlin category search the user is interested in any/all thg@mn#hat pos-
sess a given property. The property might be for example tbsepce of airplane in the
image or the (subjective) similarity to a given template gma

3. General browsingln general browsing the goal is to show the user the partseoitage
database she might be interested in. The goal itself is mokess vague. It might be
desirable for an image database browsing system to:

e provide the user with an overview of the image database
e provide a detailed view of individual images

e create areasonable (from the user’s point of view) ordesfnignages, thus enabling
gradual navigation in the image space

e provide means to alter the ordering criterion of images

In this article we describe the testing of the suitabilityaofjeneral purpose CBIR system
for browsing a narrow domain database. More specificaleyRicSOM CBIR system was used
to browse a database which has been collected from theaiectnail order catalogues of two
garment stores.

The vector space model facilitates the modularity of a CBI&eam. When using the model
the system can be divided into a backbone module for genarpbpe vector space manipula-
tion on one hand and to an application area specific imaggsisahodule on the other hand.
The backbone module takes care of such tasks as storing angiiiithe databases of feature
vectors and providing an user interface for the queries. table of the image analysis module
is to produce a feature vector as output when an image is gisemput. Such a division into
modules can be found in the PicSOM CBIR system.

2 THE PICSOM SYSTEM

As a part of the current research project, an experimentabod-based image retrieval system
called PicSOM has been implemented [11-13]. PicSOM usesr&dWdide Web browser as
the user interface and the Tree Structured Self-Organidiag (TS-SOM) [7, 8] as the image
similarity scoring method. TS-SOMs are used instead ohda&ilf-Organising Maps (SOM) [6]
for the sake of computational effectiveness. In additibwe, ise of TS-SOMs incorporates a
hierarchical view to the database through the TS-SOM lewlseparate TS-SOM is created
for each image feature type used.

The image retrieval in the PicSOM system is based on appeioueries by image group
examples. The query process of PicSOM is iterative. In otdeefine the retrieval results
relevance feedback is performed on the image sets the quetien. The user identifies each
example image as relevant or non-relevant to the currergvat task and the system uses the
information to select new database images the user is nke$f tio be interested in. Further-
more, the weighting of different feature TS-SOMs is adjdstecording to the relevance of the
retrieval results they produce.

Technically, the PicSOM system implements the vector spaogel of CBIR. Images are
first mapped to vectors (i.e. points) in the feature spacerds a separate feature space for
each image feature. Each of the spaces is indexed throughSOMs The system responds
to queries by identifying database images whose mappindgeeoitS-SOMs are close to the
mappings of the relevant example images.



3 THE IMAGE DATABASE

As an example of a data browsing application we use the PicS@ém to browse a collection
of 421 images which was captured from the WWW-based mailrarak@alogues of two garment
stores [4] [14]. The images were automatically retrievedrfthe web pages in February 2000
with an image retrieval web robot [10].

This sort of an application could be favourable for CBIR a&sgbodness or suitability of the
garments for given needs is largely judged based on theialeppearance. It is reasonable to
expect that the low-level visual features that are commasgd in CBIR may offer a feasible
criterion for organising the collection of images.

The images display a variety of garments: trousers, jedmnss sshoes and others. Most
of the images serve the purpose of displaying an item that sate. However, the collection
also includes images that are used for other purposes, sudbcarating and structuring the
catalogues. Most of the catalogue images contain a singiesgd. Some others contain several,
mostly two, pieces of clothing which often partly occludeeamother. One special group of
such images are images of human models wearing an outfitstimgsof several garments. In
most images the background is more or less constant. Hoysawee images have a patterned
background. Some of the images embody text. The databagesm@easure couple of hundred
pixels (typically around 200 pixels) in each spatial dimens Most of the images are colour
images whose colours are represented in the RGB space @ithlat precision. In practice
almost all the images use less than ten colours.

4 IMAGE ANALYSIS

The image analysis module of a vector space CBIR system [siti@f the system that could be
very specific to the application at hand. The garment images & narrow domain, facilitating
the use of specialised image analysis techniques. In thes bawever, we were more interested
of testing the general idea, not tuning the performance @sistem to the maximum. There-
fore only simple image analysis techniques were used whalidvwe useful also for general
domain images. The narrowness of image domain was explioitétat the images could be
first reliably segmented using straightforward methodg(iSe 4.1). After segmentation three
feature vectors were calculated for each image (Sectign 4 \2as also tested how the system
could be used for browsing automatically formed outfits friseparate garment images. Section
4.3 describes how the combinations were formed.

4.1 Segmentation

The task of the image browsing system is to show the user imdgpicting products, here
particularly garments. Any other content of the images aarelgarded as unessential from the
point of view of browsing. Therefore the system should be abldetermine which properties
of the images do not reflect the properties of the garmentsdardo filter them away from
distracting the browsing process. Fortunately, the imagesbe considered to form a narrow
domain and consequently the needed automatic image pnogessimplified. Furthermore,
many of the images in the considered database have the gaasiéime single central object
in the foreground and a plain background. Then it is easy pars¢e the objects from their
backgrounds.

There are two main reasons for segmenting the images toaisibject/background re-
gions. Some feature types, in particular the colour featuaee affected by the large back-



ground region. In this application we consider the backgdaio be irrelevant to the judgement
of image content. By eliminating the image backgrounds veedatheir properties steering the
browsing of images. Image segmentation also facilitatesitie of object shape features.

Besides feature calculation the segmentation resultsesdead for visualisation purposes.
In particular, the system can be instructed to combine twmgats together to form an outfit
(e.g. a blouse and a skirt). In this case the segmentatidreahtlividual images is essential in
order to align and scale the garments properly. The visat#dis sets the strictest demands for
the segmentation. The human observer easily spots evermr mistakes in the segmentation
as she has a clear priori insight how the garments may look like. The feature calcoihat
is more robust toward inaccuracies in segmentation. Hexeolject shape features require
most from the segmentation, the other features generdéyate deficient or even nonexistent
segmentation in a greater degree.

The used segmentation method is a simple variation of#means segmentation [16] in the
RGB colour space. The standdraneans iteration is supplemented by an additional relaxati
step which makes use of a simple Markov random field (MRF) rmodke first-order MRF
model penalises nearest neighbour pixels that belong terelift clusters. In effect, spatially
contiguous regions of pixels belonging to same clustereac®uraged. After classifying the
image pixels intdk classes, one of the clusters is marked as background artteaikhers as
object. The selection process relies on the fact that in tmsidered images the objects are
generally in the central region and, on the other hand, tlokdraund region is usually quite
large. After determining the background and object regtblessegmentation image is post-
processed by filtering out all but the largest contiguougatjegion. Finally, all holes within
the boundary of the object are filled.

The typical catalogue images that display one garment om@pgeneous background can
be segmented reliably in most cases by applying the outlgimededure. Some small image
details may be missed, though. Some images have a thin getéarirame around the objects.
It is taken care of by a custom filter that is sensitive to tton$ontal and vertical lines. A more
serious problem arises from the shadows that the objectstsnes cast on their backgrounds.
Currently the shadows are often segmented as part of thetobf@rtunately the resulting
erroneous region is usually only a few pixels wide and regldu actual object shape quite well.
Consequently such errors are considered tolerable. Theeeauple of images in the database
that conform to the central object/plain backround modet still the segmentation results are
considerably bad. The problems occur as a region of exdatl\same colour penetrates from
the backround into the object. In order to reach a good setatien in these cases a model of
allowable shapes could be used to constrain the objecheutAll in all, these cases are rare
and in general the segmentation results for the anticipgieel of images can be considered
more than adequate.

Other sorts of images can present problems to the systeime batalogues there are images
that are used for other purposes than presenting produgtsa® title images. This sort of
images can safely be ignored. More problematic are imagéshvdontain several objects or
have an uneven background, for example the products migairiteedded in a natural scene.
In almost all such images mannequins pose wearing an oytfitajy consisting of several
pieces of clothing. As such images were not too predomimantr test database, it was not
considered worth the trouble devising a scheme for the etidraof the garments from such
images. That should be doable in a pretty straightforwardmaafor the stereotypical human
model images that appear in the garment catalogues. Hoveveuld present quite a laborious
image processing problem by itself.

The implementation of the segmentation method is relatiskElw. Even when the images



are as small a800 x 200 pixels, the segmentation takes approximately four secpadsnage
when run on a Silicon Graphics POWER Challenge 10000 ser@errently this poses no
problem, but the issue has to be reconsidered if larger ds¢sland/or more sizable images are
to be segmented.

4.2 Features

In feature extraction only the foreground object revealgdhe segmentation phase was taken
into account. Three feature vectors were calculated foh @aage. Two of them describe
the colour distribution and one characterises the shapbeofareground object. A separate
TS-SOM was trained for each of the three features.

4.2.1 Colour

The colour features were calculated only for the foregroabgtct in the images. Two dif-

ferent colour features were used. The first was the averadgercm the RGB space. Thus
the feature vectors have three components. The other cl@ature was formed from the first
three central moments of the colour distribution in the H$de. The colour moment fea-
ture vector comprises of the average valGgsstandard deviations; and the third roots of the

skewness;, calculated separately for each colour charningh this case assumes the values
in the sef{ H, S, V'} and therefore a nine-component feature vector resultscdimponents are

calculated as follows:
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Herec;(z,y) is the value of colour channéin image pixel(z, y) andW and H are the width
and height of the image, respectively. The low-order colnoments have been found [18] to
be an efficient and robust way to characterise colour digiohs.

4.2.2 Shape

The browsing system uses normalised Fourier descripto® fif object boundaries as shape
features. In the images for which the system is intendecetleeno occlusion which would
diminish the usability of Fourier descriptors. UnnormetisFourier descriptors are derived
from the following expansion of the object contour:

z(s) = Z e T (4)

n=-—oo

Here the complex function(s) is a parametrised description of the contour of an object
whose coordinates are taken to form the real and imaginaty pecomplex numbers. The real
and imaginary components of the summation coefficienfsrm the set of Fourier descriptors.
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Figure 1: The surface of th x 16-sized SOM formed with the Fourier descriptor feature.

The number of coefficients and thus the length of the featactovs is limited by storing only
the low-order coefficients (i.e,, with small absolute values of).

The Fourier descriptors are affected both by the exact waygadkefficients are calculated and
by geometrical transformations to the image. We choose tmalise the Fourier descriptors
against image translation, scaling and rotation. Differesys of parametrising a given curve
are also normalised. The normalising procedure used hetenthe image transformation
parameters by imposing the following constraints on thenadised Fourier coefficients

% = 0 (5)
zt1. € R (6)
1tz = 1 (7)

The normalisations still allow two different sets of Fourgescriptors for the same ob-
ject, depending on whether the parametrisation travehsesantour of the object clockwise or
counterclockwise. These possibilities could be incorfeatanto the equations. Here another
approach has been chosen instead. The feature extragmntlains have been designed so that
they always traverse object contours counterclockwise.

Fourier descriptors up to order 10 have been used, resuitiagfeature vector with the
dimensionality of 42. Five of the components are redundacabse of the normalisations. The
higher-order components are quadratically emphasised:

2

2 =n’z, (8)
This takes into account that higher-order descriptorssteda into quadratically more energy,
i.e. variance. Figure 1 shows the bottom level of a TS-SOMh&c with the Fourier feature.
For example in the upper left corner we see a cluster of saintsin the upper right corner a
cluster of pants.



4.3 Creation of virtual outfits

It was also examined how the system could be applied to bngasi garment combinations.
The idea is that the user would be able to explore differeatuznes made from the garments
in the catalogue. To this end two classes of images were gitken the database: garments
for the upper part of the body (shirts, blouses, jackets) thode for the lower part (jeans,
trousers and skirts). The classes had 78 and 177 imagesctiwsty. The Cartesian product
of the classes was then formed (i.e. each image in the firs$ glas paired with all the images
in the second class) resulting in 13 706 composite imageste§monding composite feature
spaces were created by concatenating the feature veciongsgafor all the combinations of
upper/lower part garments. The number of feature spacesrémains the same as with the
original images. Indexing TS-SOMs were trained for thesguiee spaces and the PicSOM
system was used almost in the same manner as with sigle im3deesonly exception was
that the combined images were not stored in a database bataged on demand using the
upper/lower part images, segmentation results and alighmrmation which was extracted
automatically when the database was created.

The method of combining upper and lower part images was guntple. The approach was
to extract horisontal alignment lines in both the bottom twmparts of the images. This was
done by detecting of edges in the horisontal and verticgeptions of segmented images with
a box filter. Two images were then combined by translatingsoading them so that the top
alignment line of the lower image overlapped the bottomratignt line of the upper image.

Based on visual observations the bottom alignment line® whortened with a constant
factor of 0.87, which improved the scale matching somewhAé&do the alignment is only ap-
proximate. In a real-world situation the resolution andlesad# the image could be known
beforehand, which would help in eliminating these problefigure 2 shows some examples
of combined garment images. The results of combining imagesoughly acceptable in most

afﬁ o

_ _

Figure 2. Automatically formed images of garment combiragi



5 BROWSING THE IMAGES

Figures 3 through 5 show a sample garment browsing sessiew&b query interface can be
seen in Figure 3. The system shows a set of images from thesidatigbase and asks the user to
mark the relevant ones. When this has been done, the useresatipe “Continue query” button
in the browser window. Then the system proceeds to the netyqound and picks a new set
of images to be shown. The relevant images are accumulatads@t and shown alongside
the new candidate images on every query round. If the uséredeshe can still remove any
images from the set of relevant images by unclicking checksnheside them. This can be
used to first steer the search to roughly the right directiahlater refine the requirements and
exclude some images that are not exactly what is desired.rédtengles in the upper part of
the window represent the surfaces of the TS-SOMs of the cgpdeatures.

Figures 4a-g display the candidate image sets the systewsghe user during a sample
guery. This time we assume the user wants to find “blue jeatisssime coloured decorations
in them.” In each image set the user marks all the relevang@®avith a check mark. These
evaluations together with all the evaluations accumulatecarlier query rounds constitute
the relevance feedback to the next query round. There arenany relevant images in the
small testing database and on the final round (Figure 4g)ybtem does not find any more
relevant images as they all have already been shown editeris confirmed also by manually
examining all the database images. Figure 5 shows the finaf aecumulated result images.

6 OBSERVATIONS AND CONCLUSIONS

It seems that the adaptive components of the PicSOM syseeta@slow for browsing the small
database of 421 images. Convergence does not fully take p&fore the database is exhausted
from the desired images. Furthermore, the PicSOM systamim&some randomly chosen im-
ages along with the best-matching ones. This kind of exptoraf the image space prevents
the search to get stuck in a small local neighbourhood in chlege image databases. How-
ever, as the amount of random exploration is decided regss dif the database size, searches in
very small image databases begin to resemble random seaithe browsing of the database
of garment combinations is better suited for the standarchmary of the PicSOM system as
the database is large enough with its 13 706 images. Thel\gsadty of the automatically-
generated image combinations, however, is not fully sattsfy. This is no surprise since the
images were aligned using very simple methods. As the veggaéarance is among the most
important factors when evaluating garments, some moreteieds to be invested in the image
combining method if a decent garment combination browspplieation is desired.

The experiences with the system suggest that the standevdmee feedback user interface
of image searches might not be the best one for browsing imaljections. The standard
relevance feedback cycle is too mechanical and rathernatasty, therefore the user should
be provided with better means to explore the image database freely. Also the way of
presenting query results could be more informative. Culyéine returned images are organised
in a rectangular grid according to their similarity scoragwhe query images. The information
in the image set could be more accessible to the user if thgamaere organised spatially
according to some of their visual properties.

The PicSOM system includes the possibility to directly bsewhe surfaces of the TS-SOM
levels. The user interface is somewhat clumsy but a tailosed interface employing the same
principle could be a good solution. A problem in directly Wweing the TS-SOMs is that they
are static. The browsing does not take into account anyaetsinformation. Another major



Figure 3: Example search for decorated blue jeans, basesleance feedback from the user.
The figure portrays the user interface on the second rouriteafuery.
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Figure 4. Example search for decorated blue jeans. Resaoitsdeven sequential query rounds
are shown in subfigures a) through g). Images selected relemeeach round are marked with
checkmarks. In the initial state of subfigure a) the systethri@a priori knowledge about
how to select the images. The relevance feedback beginswtida only from subfigure b)
on. The clarity of the images has been improved by emphasikaselected check boxes with
manually drawn check marks.
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Figure 5: The final set of images found in the example search.
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shortcoming is that the browsing considers only one feaf@&«OM at time. A custom brows-
ing interface should overcome both of these problems. Opsoaph would be to maintain an
additional combined topographic mapping which would bestacted according the feature
weighting in use at the moment. The user would then be prdwiddh means to navigate in the
target space of this mapping. The space could be three-dioral even if it would have to be
projected back to two dimensions for display. The humanalisystem is namely accustomed
to dealing with 2D projections of 3D world. Research resshlisw [17] that notably larger
amount of information can be retrieved from a mapping of 3Rcgpcompared with the direct
use of 2D space. To make the data display still more effe@bives-and-context teghniques [2]
could be applied. Probably it would be computationally tapensive to dynamically maintain
a mapping of the whole image database. Instead, it might bgilgle to use a local mapping of
the image space near the example images.

As was mentioned earlier, the choice of features that wezd wss not optimal in terms of
performance. As the application domain is narrow, it woutdaolvantageous to use domain-
specific features, such as eigenfeatures e.g. [15].
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