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172 SOM in data mining

14.1 Introduction

The Self-Organizing Map (SOM) has proven to be one of the most powerful algorithms in
data visualization and exploration. Application areas include various fields of science and
technology, e.g., complex industrial processes, telecommunications systems, document and
image databases, and even financial applications. The SOM maps the high-dimensional
input vectors onto a two-dimensional grid of prototype vectors and orders them. For a
human interpreter, the ordered prototype vectors are easier to visualize and explore than
the original data. The SOM has been widely implemented in various software tools and
libraries, for example, the SOM Toolbox [1].

Figure 14.1: Applying the SOM in data mining. Post-processing the SOM extracts quali-
tative or quantitative information of the data. Visualization and clustering provide quali-
tative information, while modeling and monitoring give quantitative information resulting
in deeper understanding of the system behavior.

The research work has been motivated by a number of practical data mining projects
where SOM has been a central data analysis tool [2]. It has become apparent that while
the SOM can be used to quickly create a qualitative overview of the data, turning this
qualitative information to quantitative characterizations requires a great deal of expertise
and manual work. There is no wide consensus or understanding of the methods needed for
post-processing of the SOM-based data analysis (see Figure 14.1). The subsequent research
has concentrated on devising such methods and on gaining a better understanding of the
possibilities, strengths, and weaknesses of the SOM in data exploration.
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14.2 Clustering of the SOM

Clustering of data is one of the main applications of the Self-Organizing Map (SOM)
[1]. U-matrix is one of the most commonly used methods to cluster the SOM visually.
However, in order to be really useful, clustering needs to be an automated process. When
clusters are identified visually the results may be different when performed by different
people. There are several techniques which can be used to cluster the SOM autonomously,
but the results they provide do not follow the results of U-matrix very well.

In [2], a clustering approach based on distance matrices was introduced which produces
results which are very similar to the U-matrix. It was compared to other SOM-based clus-
tering approaches and found to produce more reliable results. The automated clustering
algorithm has also been applied to study the relations of nutrient concentrations in tree
needles [3] (see also Section 15.1).
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Figure 14.2: (a) Data set with true clusters indicated with encircled areas and the letters.
(b) U-matrix of the data with empty map units shown as black, and clustering result with
the letters.
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14.3 Use of operator maps to analyze mobile access network

One of the most flexible extensions of the SOM suitable for the analysis of switching time-
series data is the operator map [1]. In operator maps, the map units (or operators) are
generalized to be parametric models that are able to describe the interesting behavioral
patterns in different parts of the data.

In [2, 3], operator maps were applied in the analysis of downlink traffic performance in
a macrocellular network scenario. In the analysis, the relationships between the number
of users, the downlink average transmission power and the downlink frame error rate were
studied. Several operator maps consisting of 16 local operators in a rectangular lattice
of size [4 × 4] were trained using different types of map operators. In Figure 14.3, an
example of an operator map with 16 neuro-fuzzy operators is shown. Each neuro-fuzzy
operator provides a linguistic description for the input variable condition in which the
quality problems occur, enabling easy human analysis of the dependencies in the data.
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Figure 14.3: Rule-based descriptions of the operators.
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14.4 Use of LogSig-scaling to incorporate expert knowledge

to SOM-based visualization of GSM-network data

Normalization of data is an important step of data analysis. Since most analysis methods
measure distances between data points, a variable having higher variation will dominate
the results. A common way to perform normalization is done by subtracting mean and
scaling to unit variance each of the variables. Outliers, or equivalently uninteresting parts
of the data distribution, reduce weight of interesting parts of the distribution when such
normalization is performed. This causes analysis methods to concentrate on wrong issues.

Data collected from operation of GSM-network is studied in order to compare effects of
two different normalization methods on information content of SOM trained with normal-
ized data [1]. Process experts of the GSM-network provided value ranges of importance
for each of the variables. The proposed normalization method transforms the data by
sigmoidal function whose shape is fixed based on auxliary information from the experts.
By normalizing the data with the proposed method, the SOM visualizes better overall
behavior of the GSM-network, whereas the reference method performing unit variance
normalization causes SOM neurons to stretch toward extreme parts of the data distri-
bution. These exreme parts represent severe, but rare problems in network operation.
Sammon mappings [2] in Figure 14.4 visualize relative positions of neurons in the two
multidimensional SOMs.
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Figure 14.4: Sammon mapping of SOM trained with (a) sigmoidal normalized and (b)
unit variance normalized data.
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14.5 Analysis of mobile access network

Both 3G and GSM networks produce a huge amount of data. In this project, the Self-
Organizing Map has been used to analyse mobile data [1][2]. 3G network data has been
generated using a wideband code division multiple access (WCDMA) radio network simu-
lator. The GSM data has been collected from real network. The goal is to develop efficient
adaptive methods for monitoring the network behavior and performance. Special interest
is on fault detection and on finding clusters of mobile cells. Cells of one cluster can be
configured using similar parameters.

The method utilizes the SOM algorithm twice when clustering mobile cells. The Self-
Organizing Map is used together with some clustering algorithm to cluster data vectors
of single mobile cell and to cluster the mobile cell features. This two phase clustering
algorithm [3] begins with training a SOM with the data vectors. The codebook vectors
of the SOM are clustered using K-means or some hierarchical clustering method with a
validity index so that exact number of clusters can be defined. The input data vectors are
classified using labeled SOM codebook vectors.
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Figure 14.5: Classified GSM cells

For each mobile cell a histogram is computed. The histogram describes how the data
from one cell fall into the data clusters. These histograms are used as profiles in cell
classification. The profiles a fed into second SOM, which is clustered to find the classes of
cell profiles. The classified mobile cells and their locations are presented in Figure 14.5.

In this method, two level clustering procedure has been used because long term cell
profiles are desired. At least, in 3G systems this is necessary due to high sampling rates,
but also in GSM systems they give us more reliable classification results.
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14.6 Impact of R&D on growth quantiles in manufacturing

firms

Impact of research and development (R&D) on growth in Finnish manufacturing firms is
studied. Growth of a firm is treated as random variable whose distribution is conditional
on regressors, namely size of the firm, R&D intensity of the firm, R&D intensity of the
industry of the firm and growth of the industry of the firm. Local linear quantile regression
model is built in order to capture variation in firm growth given values of the regressors.
Since the model is nonparametric, its parameters vary both by quantiles and values of the
four regressors. SOM is used in visualization of the quantile regression model. Novelty of
this choice is capability to track shapes of the conditional quantiles of firm growth distri-
bution and perform sensitivity analysis for them as function of the regressors. Figure 14.6
shows an illustrative example of SOM in quantile regression visualization.

Results of the study suggest that there exists a relatioship between the conditional
quantiles of firm growth and the regressors. Smallest R&D doing firms gain the highest,
but also the lowest benefits from firm-level R&D investments independent of other factors.
Sensitivity analysis show that only already growing firms gain benefit from increase in firm-
level R&D investments in medium and high technology industries, but in low technology
industries even non-growing firms may gain benefit. Firms in low technology industries
benefit more from increase in industry-level R&D intensity than firms in medium or high
technology industries. More detailed results will be published later in a Master’s thesis.
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Figure 14.6: (a) Scatter plot of simulated data and (b) three-layered SOM arranged along
quantiles 15%, 50% and 85% of random variable y|{x1, x2}.
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